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Abstract The issue of providing Quality of Service

(QoS) guarantees in an Ad hoc wireless network is a very

challenging problem. In this paper, we make the following

contributions: (i) analytically derive bounds for the end-to-

end call acceptance rate using existing queueing theory

methods, (ii) study the impact of the routing scheme on the

end-to-end call acceptance rate, and (iii) propose a differ-

entiated services scheme for deterministically providing

QoS guarantees. Unlike the existing studies which analyze

the transport capacity, we focus on the end-to-end call

acceptance. The framework that we assume is that of a

TDMA based Ad hoc wireless network. The routing

scheme employed influences the end-to-end call accep-

tance of the network. The metrics that we consider are the

call acceptance probability and the system saturation

probability (i.e., the probability that the network is in a

state in which every new call is rejected). We derive

general bounds on the call acceptance and the system sat-

uration for the case of differentiated-classes of users in the

network. These bounds indicate the number of calls of the

highest priority class that can be admitted into the network.

Simulation studies were carried out to study the effect of

load, hopcount, and the influence of the routing protocol on

the call acceptance. The increase in the call acceptance rate

with the introduction of load-balancing highlights the

importance of load-balancing in enhancing the system

performance. From these studies, we arrive at the following

results: (i) load-balancing leads to significant improvement

in the end-to-end call acceptance rate, and is an important

factor in attaining the maximum end-to-end call acceptance

rate in a given network and (ii) it is indeed possible to

provide deterministic QoS guarantees for a designated set

of nodes which are characterized by ‘‘deterministic guar-

antee limit’’.

Keywords Ad hoc wireless networks � QoS routing �
TDMA � Call acceptance probability � Load-balancing

1 Introduction

An Ad hoc wireless network is a collection of mobile nodes

that can communicate over radio without any pre-existing

infrastructure. Two nodes can communicate directly with

each other if each lies in the transmission range of the

other. Two nodes that cannot directly communicate can do

so in a multi-hop manner in which the other nodes function

as routers. Such networks are used in military installations

and in emergency situations as they permit the establish-

ment of a communication network at very short notice.

However, these networks are limited by constraints in their

bandwidth and power consumption.

For their widespread deployment, Ad hoc wireless net-

works now need to support applications that generate real-

time traffic such as voice and video. Such traffic requires

the network to provide guarantees on the QoS of the con-

nection. The important aspects in the process of providing
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such guarantees are the routing protocols that establish

paths that can satisfy the QoS requirements and the reser-

vation mechanisms that reserve the necessary resources

along the path. A problem of considerable interest in this

regard is that of theoretically estimating the nature of the

guarantees that can be provided by a QoS scheme. These

estimates on the parameters of QoS routing protocols give

us an idea of the maximum guarantees that can be pro-

vided, and allow us to gauge how far the existing schemes

are from the ideal limit.

In this work, we consider the problem of QoS routing for

multimedia traffic (i.e., UDP traffic) in a TDMA based Ad

hoc wireless network, where the QoS constraint on the calls

is that of bandwidth. Our focus is the end-to-end call

acceptance rate which is a measure of the number of voice or

video calls that can be admitted into the network. The calls

arriving in the network belong to different classes based on

which the requirements of the calls are prioritized. Thus, the

parameters that we focus on are: the call acceptance proba-

bility and the system saturation probability. The variation of

these parameters enables us to answer questions such as (1)

What are the maximum number of high-priority calls that can

be sustained in the network at a given load?, (2) What is the

likelihood that the network enters a state where no more new

calls can be accepted?, (3) What is the effect of the routing

protocol on the call acceptance?, (4) How close to the the-

oretical limit do the routing protocols approach? Then, we

address the problem of ensuring deterministic call accep-

tance for a certain sub-set of the calls. We estimate the

deterministic guarantee limit which is a mobility-indepen-

dent measure of the number of high-priority calls that can be

admitted into the network. We also determine the call

acceptance probability for the classes for which determin-

istic guarantee cannot be provided.

In this work, we model the network at the level of

transmission range of each node. The range of a node is

analyzed as a Markov process where the calls are the

entities to be serviced. The reservation of slots for the call

constitutes the service of the call. The modeling of a

wireless network as a collection of Markov processes is

unique in that, due to the local broadcast nature of the

channel, the reservation of slots in the transmission range

of a node affects the status of the slots in the neighboring

regions. Capturing this property of wireless networks is

essential to model the characteristics of the network

accurately. Such a modeling must also be able to reflect the

characteristics of the routing protocol used. We begin by

analyzing a general case of a network that can support

multiple-classes of calls where preemption of calls does not

exist. We then provide a closed-form estimate of the call

acceptance probability and the saturation probability for

the case of a single-class of users and discuss the proba-

bilities for the highest-priority class in the preemptive case.

We compare the call acceptance probabilities of shortest-

path routing and two routing protocols that attempt load-

balancing. Finally, we estimate the deterministic guarantee

limit.

The rest of this paper is organized as follows: Sect. 2

briefs the related work in this area, Sect. 3 presents the

system model and derives theoretical bounds, Sect. 4 pre-

sents load-balancing schemes, Sect. 5 discusses the details

of the simulation, and Sect. 6 presents the simulation

results. Finally, Sect. 7 concludes the paper with directions

for future work.

2 Related work

In their seminal work [1], Gupta and Kumar introduced a

random network model for studying throughput scaling in a

fixed wireless network. It was shown that even under

optimal conditions, the transport capacity (bit-distance

product that can be transmitted over the network) of the

network is hð
ffiffiffi

n
p
Þ bit-m/s, where n is the number of nodes

present in the network, for the protocol model considered.

Further they showed that in such a random network the

throughput scales as h 1
ffiffiffiffiffiffiffiffi

nlogn
p
� �

per source-destination pair.

In [2], the authors studied scaling laws for the transport

capacity as the value of n increases. Further, the optimality

of multi-hop operation is provided in some situations. In

[3], the authors showed that by allowing nodes to move, the

throughput scaling changes dramatically. They showed that

if node motion is independent across nodes and has a

uniform stationary distribution, a constant throughput

scaling (h(1)) per source-destination pair is feasible. In [4],

the authors obtained lower bounds on the capacity of ad

hoc networks with two types of non-uniform traffic pat-

terns. In [5], the authors considered power constrained ad

hoc networks and demonstrated that throughput capacity

increases with node density, in contrast to previously

published results. This is the result of the large bandwidth,

and the assumed power and rate adaptation, which alleviate

interference. In [6, 7], the authors analyzed the perfor-

mance of IEEE 802.11 DCF based single-hop wireless

networks. In [8], the authors proposed a methodology to

analytically compute the throughput capacity, or the max-

imum end-to-end throughput of a given source and

destination pair in an IEEE 802.11 DCF based multi-hop

wireless network. They considered two key factors which

affect the end-to-end throughput capacity: (a) neighboring

contentions and (b) hidden node interference.

While previous studies analyze the transport capacity of

ad hoc networks, in this work our focus is on the end-to-

end call acceptance rate which is a measure of the number
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of calls with end-to-end bandwidth reservation that can be

supported by the network. The previous studies on trans-

port capacity study how it scales with the number of nodes.

We study the dependence of end-to-end call acceptance

rate on the network load and the routing protocol. The

framework that we assume is that of a TDMA based net-

work. The routing scheme employed influences the end-to-

end call acceptance rate of the network. In this paper, we

investigate the end-to-end call acceptance rate and the

influence of shortest-path routing and load-balanced rout-

ing protocols on it.

3 Theoretical analysis

We consider an Ad hoc wireless network comprising N

nodes uniformly distributed at random in a terrain of area A.

The transmission range of each node is R. We assume the

presence of a slotted TDMA mechanism at the MAC layer.

The channel time is divided into super-frames which in turn

are divided into time slots for the transmission and reception

of packets by nodes in the network. Time synchronization

requires keeping aside some fraction of available time slots

in each super-frame to achieve synchronization among

nodes in the network. Numerous solutions are proposed in

the literature to address time synchronization issue in

TDMA based wireless networks [9–11]. One could employ

any of those existing solutions to achieve time synchroni-

zation. Each super-frame consists of B time slots after

excluding those time slots that are kept aside for time syn-

chronization. A node has to reserve one or more slots for

communicating with its neighbors. It is also possible to

reuse the slots spatially depending on the interference pat-

tern of the nodes. This is the key idea that is used in deriving

the bounds.

We define call as a voice or video session consisting of

many packets. A call is said to have been set up between two

nodes i, j if there is a set of nodes (p0 = i, p1,…, pn = j) such

that pk?1 is in the transmission range of pk (pk?1 [ region

R(pk)) and there is a permissible schedule for transmission of

packets from node i at each node pk(1 B k B n - 1). In the

absence of preemption, finding such a schedule is equivalent

to finding a set of free slots in each region R(pk). The defi-

nition of a free slot in a region comes later in Sect. 3B.

The bandwidth of a call is measured in terms of the

number of slots used for transmission. A call is setup by

reserving slots along the path of the call. A node may either

transmit or receive in a particular slot (a node is said to

receive in a particular slot if any of its neighbors is trans-

mitting in that slot). A slot is said to be free at a node j,

(1 B j B N) if it is neither transmitting nor receiving dur-

ing that slot. For a node j to transmit in a particular slot, the

slot must be free at node j and none of the nodes lying in its

transmission range must be receiving in that slot. For a

node j to receive in a particular slot, the slot must be free at

node j. This definition permits node 6 to transmit to node 5

in the same slot as the one used by node 1 to transmit to

node 2 in Fig. 1, provided nodes 1 and 2 do not hear from

node 6. On the other hand, in the sender’s range, node 4

must use a different slot to transmit to node 3 because node

3 hears the transmission by node 1.

(A) System model: Consider a network NW = {1,…, N}

of N nodes that can support K classes of calls where class i

calls have a higher priority than class j (1 B i \ j B K)

calls. We would like an estimate of how many calls of a

particular class can be supported. This implies that we can

definitely support such a number of class 1 calls where

class 1 is the highest priority class. If all the available slots

are occupied by calls of various classes upon arrival of a

class j call, one or more calls of lower priority classes can

be preempted based on the bandwidth requirement of class

j call that has arrived to ensure that the arrived call be

accepted. Thus, we would like to provide a guarantee on

the number of calls of a particular class that can be

accepted.

Assumptions made for the analysis are the following:

• Calls of a particular class-k arrive at each node

distributed according to a Poisson process of mean kk.

• We assume that the calls of all classes have equal

bandwidth requirements: each call requires reservation

of a single slot in the super-frame. The reserved slot is

being used for transmitting one packet of the call in

each super-frame till the duration of the call ends (i.e.,

call departs from the network).

• The duration of a call (voice or video session) is

exponentially distributed with mean duration 1
lk
:

• We do not take node mobility into account in the

estimation of call acceptance and system saturation.

1 2

5

6

4

3

Fig. 1 An example of possible transmissions
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(However, the deterministic guarantee limit is inde-

pendent of mobility.)

• We assume that the routing algorithm is such that for

any path found by the algorithm, the number of nodes on

the path that lie within the transmission range of any

node on the path (inclusive of the node itself) is not

greater than some constant c. In the absence of such an

assumption, it is possible to construct a scenario (Fig. 2)

where a single call needs to use all the slots in the

system. In Fig. 2, each of the nodes on the path is in the

transmission range of the other nodes. So the use of a

slot for transmission by one of the nodes implies that the

slot cannot be re-used by the other nodes on the path.

Thus, if node A transmits to node B on slot #1, slot #1

cannot be used by any of the other nodes to transmit to

their downstream nodes. If we were to consider a

P-hop path with the nodes in the configuration given in

Fig. 2, the number of slots used would be P. Hence, it

would be difficult to provide a bound on the number of

calls that can be admitted. This property is satisfied with

c = 3 for protocols that ensure that if a path is to be set

up from A to C, the path used is the link (A, C) rather

than links (A, B) and (B, C), where A, B, and C are nodes

such that each can listen to the other two. This can be

done by using an appropriate forwarding of the route

request packets in which a node drops all except the first

route request that it receives.

• We assume that interference range and the transmission

range to be the same for all nodes in the network. We

denote the interference range by Q and the transmission

range by R. When we consider the more general case of

Q greater than R, the parameter c will be higher than in

the case where Q = R. So channel reuse reduces

further. Ratio of Q
R dictates the number of slots needed

for a multi-hop call. As Q
R increases more number of

slots are needed for multi-hop calls. We study this case

in Sect. 3B.7.

(B) Analytical bounds: Initially, we assume that call

preemption does not occur. We derive upper and lower

bounds on the call acceptance probability for the case of

single-hop and multi-hop calls respectively. Consider a

node j and the region spanned by its transmission range

R(j). Any call passing through R(j) uses up some number of

slots. The number of slots used up in the region R(j)

depends on the number of calls originated from node j, the

number of calls from any of the neighbors of node j, the

number of calls that originate from outside R(j) and are

terminated at some node in R(j), and the number of calls

that originate from outside R(j) and are routed through R(j).

A slot is said to be free in R(j) if no nodes in R(j) are either

transmitting or receiving in that slot (i.e., slot is free at all

nodes in region R(j)). In Fig. 3, node A transmits to node B

on slot 1. Node D transmits to node B on slot 2. Node E

transmits to node C on slot 3. If the network had a total of 5

slots, the free slots at node A would be {2,3,4,5} while the

free slots in the region R(A) would be {4,5}.

We can thus view R(j) as a server of slots for which the

calls contend. Although the distribution of call arrivals of a

particular class at each node is known to be Poisson, the

distribution of calls arriving at R(j) is not Poisson due to the

splitting of the Poisson streams (Consider calls arriving at a

node based on a Poisson process of mean k. Assume that

the node has to forward the call along one of two links. If

the node forwards calls in a non-random manner, the

arrival of calls at the downstream node will no longer be

Poisson). We make use of Kleinrock’s Independence

Assumption, according to which, for moderately heavy call

arrival at each node, the net call arrival at the region R(j)

#x − slot number x

E

F

A C

B D

#2 #3

#4
#1

#5

R

Fig. 2 An example scenario

A

D E

#1

#2
#3

C
B

Fig. 3 An example to distinguish free slots at a node and free slots in

a region
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can be regarded as Poisson. Thus, calls of a class-k arrive at

R(j) according to a Poisson distribution with mean:

kkðjÞ ¼
X

i¼N

i¼1

fkði; jÞkk

where fk(i, j) is the fraction of class-k calls originating in node i

that pass through the region R(j). This can be rewritten as:

kkðjÞ ¼
X

i 62RðjÞ
fkði; jÞ þ jNðjÞj þ 1

0

@

1

Akk ð1Þ

where N(j) denotes the set of nodes in the transmission

range of node j. The parameter fk(i, j) is dependent on the

routing protocol. For a protocol such as shortest-path

routing, which leads to heavy loads in the center of the

network, fk(i, j) would be high for nodes j (1 B j B N)

located near the center. For protocols that implement load-

balancing, the value of fk(i, j) should be fairly uniform

across the nodes.

The state of the system R(j) is given by the number of calls

of each class being served (each of which uses up some of the

slots of R(j)) by R(j). We thus model R(j) as a K-dimensional

discrete-time Markov process1 X(t) = (n1,…, nK), where nk

denotes the number of class-k calls being served by R(j) at

time t [14]. The use of a Markov process is appropriate here

because for these wireless networks, the slot allocations at

any instant of time only depend on the allocated slots at the

previous instant and the arrivals and departures of calls in

that instant. A process that has greater dependence on the

past may be appropriate in modeling systems which attempt

to achieve long-term fairness of slot allocation, for example.

However, for the setting considered in the paper, a first-order

Markov process is a natural model.

We denote: P((n1
0,…, nK

0)|(n1, …, nK)) = P(X(t ? Dt) =

(n1
0,…, nK

0)|X(t) = (n1, …, nK)) as the probability that the

system R(j) is in the state (n1
0, …, nK

0) at time t ? Dt given it is

in the state (n1, …, nK) at time t.

Pððn1; . . .; nk þ 1; . . .; nKÞjðn1; . . .; nk; . . .; nKÞÞ ¼ kkðjÞDt

ð2Þ

Pððn1; . . .; nk � 1; . . .; nKÞjðn1; . . .; nk; . . .; nKÞÞ
¼ nklkDt; nk [ 0 ð3Þ

We have used a discrete-time Markov chain in our

setting. The approximation used in this setting however is

that the probability of more than one call arriving or

departing within a super-frame is low. This is a valid

approximation when the super-frame lengths are small (as

is the case for the case for wireless networks with high

bandwidth). In this scenario, the system has transition

probabilities that are similar to those for a continuous-time

Markov chain for a small interval. In effect, the system

has transition probabilities that are identical to those

described in above equations. The state-transition diagram

representing the transitions into and out of one of the states

of the Markov process is shown in Fig. 4.2

The Markov process has a unique steady-state proba-

bility distribution [14]. Using Eqs. 2 and 3 along with the

normalization of probabilities, we can calculate the prob-

ability that the system is in a particular state (n1,…, nK) as:

Pððn1; . . .; nKÞÞ ¼
1

GðjÞ
Y

k¼K

k¼1

qkðjÞnk

nk!
ð4Þ

where qkðjÞ ¼
kkðjÞ
lk

and GðjÞ ¼
P

0� n1þ���þnK �B

Qk¼K
k¼1

qkðjÞnk

nk !

is a normalization factor.

We would now like to extend this Markov process to

distinguish between calls that terminate in a node in R(j)

(call them type-U calls) and those that do not (type-V

calls). Let us say that a fraction f of the calls terminate in

some node in R(j). If the destination were to be chosen

randomly, then f ¼ jNðjÞjþ1

N : The state of the system is now

given by:

ðn1;U ; n1;V ; n2;U ; n2;V ; . . .; nK;U ; nK;VÞ

where nk,U is the number of class-k calls that are type-U

calls in R(j) and nk,V is the number of class-k calls that are

type-V calls.

The probability that the system is in a state (n1,U,

n1,V,…, nK,U, nK,V) is:

Pððn1;U ; n1;V ; . . .; nK;U ; nK;VÞÞ ¼
1

EðjÞ
Y

k¼K

k¼1

qk;UðjÞnk;U

nk;U !

qk;VðjÞnk;V

nk;V !

where qk;UðjÞ ¼
fkkðjÞ

lk
; qk;VðjÞ ¼

ð1�f ÞkkðjÞ
lk

, and EðjÞ ¼
P

n1;U ;n1;V ;...;nK;U ;nK;V

Qk¼K
k¼1

qk;UðjÞnk;U

nk;U !

qk;V ðjÞnk;V

nk;V ! is a normalization

factor.

The probability that the system is in a state (n1,V, n2,V,…,

nK,V) (a state in which there are n1,V class-1 type-V calls,

n2,V class-2 type-V calls, and so on) is:

Pððn1;V ; . . .; nK;VÞÞ ¼
1

HðjÞ
Y

k¼K

k¼1

qk;VðjÞnk;V

nk;V !
ð5Þ1 In the most general case of a model corresponding to K classes of

calls in a network having B slots, the Markov process has KþB
B

� �

states. This is not a problem for the current analysis since the

transitions between the states are restricted: every state has at most 2K
neighboring states, and the processes associated with any given

regions are decoupled. Further, we are interested in only the steady

state of the process and not in the paths traversed. The state-explosion

needs to be tackled for an analysis that considers coupled processes or

preemptive calls: the interested reader may refer [12] and [13].

2 For the case of preemption, the system can move between certain

other states. Corresponding to the case of preemption of a class-2 call

by a class-1 call, the system can move from the state (n1, n2,…, nK) to

(n1 ? 1, n2 - 1,…, nK), n2 C 1.
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where HðjÞ ¼
P

0� n1;Vþ���þnK;V �B

Qk¼K
k¼1

qk;V ðjÞnk;V

nk;V ! is a nor-

malization factor.

(1) Call acceptance probability: In this section, we are

going to derive the call acceptance probability of both

single-hop and multi-hop cases for a non-preemptive sys-

tem (a system where the accepted calls are not dropped for

a new call).

Lemma 1 P(Number of used slots in a region

R(j) B x) B P(Number of type-V calls in R(j) B x), where

x 2 N:

Proof For every type-V call, at least one unique (till then

unused) free slot in the region R(j) must be used (see

Fig. 5). Thus:

Lemma 2 P(Number of calls in a region R(j) B x) B

P(Number of used slots in a region R(j) B cx), where x 2 N

and c is the routing-algorithm dependent constant factor

that denotes the maximum number of nodes on a path that

lie within the transmission range of any node on the path.

Proof

Theoretical upper bound for probability of call accep-

tance: We now derive an upper bound on the probability of

call acceptance for the cases of single-hop and multi-hop

calls.

Single-hop case: Consider a single-hop call from node j

to its neighbor node l. For the call to be accepted, at least

one slot must be free in the region R(j). Thus PAcc (prob-

ability of a single-hop call is accepted) is:

PAcc ¼ PðNumber of free slots� 1Þ
¼ PðNumber of used slots�B� 1Þ

where B is the total number of slots in the system. From

Lemma 1:

PAcc�PðNumber of type-V calls�B� 1Þ
� 1� PðNumber of type-V calls [ B� 1Þ
� 1� PðNumber of type-V calls ¼ BÞ

PAcc� 1�
X

n1;Vþn2;Vþ...þnK;V¼B

1

HðjÞ
Y

k¼K

k¼1

qk;VðjÞnk;V

nk;V !

ð6Þ

(n  , n  , ..., n  , ..., n   )
1 2 i K

1 2 i K
(n  , n  , ..., n +1 , ..., n   )

1 2 i K
(n  , n  , ..., n  , ..., n   +1)

1 i K2
(n +1 , n  , ..., n  , ..., n   )

1 i
(n −1 , n  , ..., n  , ..., n   )

K2

1 2 Ki
(n  , n  +1, ..., n  , ..., n   )

1 2 i K
(n  , n  , ..., n  , ..., n   −1)

1 2 i
(n  , n  , ..., n −1 , ..., n   )

K

µ  1∆t
1

n

j)
1

λ  ( t∆

j)
1

λ  ( t∆

j)
i

λ  ( t∆

µ  
K

∆t
K

n

(n  +1)
1

µ  1∆t

j)
K

λ  ( t∆ (n  +1)
K

µ  
K

∆tj)
K

λ  ( t∆

j)
i

λ  ( t∆

µ  
i
∆t(n  +1)

i

j)
2

λ  ( t∆ µ  ∆tn
2 2

j)
2

λ  ( t∆2
(n  +1)µ  2∆t

µ  
i
∆tn

i

1 2 Ki
(n  , n  −1, ..., n  , ..., n   )

Fig. 4 The transitions into and

out of one of the states of the

Markov process representing

the region R(j). For the state (n1,

n2,…, nK), n1 [ 0, n2 [ 0,…,

nK [ 0

Number of type-V calls in RðjÞ[ x ) Number of used slots in RðjÞ[ x
and

Number of used slots in RðjÞ� x ) Number of type-V calls in RðjÞ� x
Hence PðNumber of used slots in RðjÞ� xÞ � PðNumber of type-V calls in RðjÞ� xÞ h

Number of calls in RðjÞ� x ) Number of used slots in RðjÞ� cx
Hence PðNumber of calls in RðjÞ� xÞ � PðNumber of used slots in RðjÞ� cxÞ h

296 Wireless Netw (2010) 16:291–310

123



For the case of a single-class of calls, Eq. 6 reduces to

PAcc� 1� 1

HðjÞ
q1;VðjÞB

B!
ð7Þ

Multi-hop case: We set the constant c = 3. Consider a

(M - 1)-hop call (M C 3) setup along the nodes (p1,…, pM).

When a slot is reserved for transmission between p1 and p2,

the total number of free slots at R(p2) decreases by 1 (since

the slot cannot be used for transmission from p2 to p3). Thus,

the total number of slots available at R(p2) can be considered

as B - 1. Call this modified region R0(p2). When slots have been

reserved betweenp1 and p2, and betweenp2 and p3, thenumber of

free slots at R(p3) decreases by 2 so that the total number of slots

at R(p3) can be regarded as B - 2. Call this modified region

R00(p3). The number of slots, for the regions R(p3),…, R(p(M-1)),

is thus effectively, B - 2 (since c = 3). (Thus, according to this

notation, a region R0(j) has one fewer slot, while R00(j) has two

fewer slots). A multi-hop call setup for M = 5 is shown in Fig. 6.

A call is successfully forwarded in region R(j) if slots

can be found in R(j) so that the call having arrived at node j

is forwarded to its next hop in the path. For the call to be

accepted, it must first be successfully forwarded in the

region R(p1), must then be successfully forwarded through

each of the regions R0(p2), R00(p3),…, R00(pM-1). A neces-

sary and sufficient condition for successful forwarding is

the presence of at least one free slot in each of the inter-

mediate regions.

Thus PAcc is given by:

From Lemma 1:

PAcc�PðNo. of type-V calls in Rðp1Þ�B� 1Þ
�PðNo. of type-V calls in R0ðp2Þ�B� 2Þ
�PðNo. of type-V calls in R00ðp3Þ�B� 3Þ
�. . .

PðNo. of type-V calls in R00ðpM�1Þ�B� 3Þ

P1

P2 P3 P4

P5

Slot #1

Slot #2

Slot #3

Fig. 6 Multi-hop call setup. R(P1) needs slot #1 to be free. R(P2) now

cannot use slot #1 and requires slot #2 (some other slot) to be free.

R(P3) cannot use slots #1 and #2, and requires slot #3 (any other slot)

to be free. R(P4) can transmit in slot #1 if it is free

C1

C2

C3

C4

C5
j

Fig. 5 In the region R(j), C1 and C4 are type-U calls; C2, C3, and C5

are type-V calls. For each type-V call, we see that at least one slot that

has not been used so far in R(j) must be used. For the type-U calls, slot

reuse is possible in some cases

PAcc ¼ PðSuccessful forwarding of call in Rðp1ÞÞ
�PðSuccessful forwarding of call in R0ðp2ÞjSuccessful forwarding of call in Rðp1ÞÞ
�PðSuccessful forwarding of call in R00ðp3ÞjSuccessful forwarding of call in R0ðp2ÞÞ

�. . .
PðSuccessful forwarding of call in R00ðpM�1ÞjSuccessful forwarding of call in R00ðpM�2ÞÞ

PAcc ¼ PðNo. of free slots in Rðp1Þ� 1Þ
�PðNo. of free slots in R0ðp2Þ� 1jSuccessful forwarding of call in Rðp1ÞÞ
�PðNo. of free slots in R00ðp3Þ� 1jSuccessful forwarding of call in R0ðp2ÞÞ

�. . .

PðNo. of free slots in R00ðpM�1Þ� 1jSuccessful forwarding of call in R00ðpM�2ÞÞ ð8Þ
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PAcc � 1�
P

n1;Vþn2;Vþ...þnK;V¼B

1
Hðp1Þ

Q

k¼K

k¼1

qk;V ðp1Þnk;V

nk;V !

 !

� 1�
P

n1;Vþn2;Vþ...þnK;V¼B�1

1
H0ðp2Þ

Q

k¼K

k¼1

qk;V ðp2Þnk;V

nk;V !

 !

� 1�
P

n1;Vþn2;Vþ...þnK;V¼B�2

1
H00ðp3Þ

Q

k¼K

k¼1

qk;V ðp3Þnk;V

nk;V !

 !

�. . . 1�
P

n1;Vþn2;Vþ...þnK;V¼B�2

1
H00ðpM�2Þ

Q

k¼K

k¼1

qk;V ðpM�2Þnk;V

nk;V !

 !

� 1�
P

n1;Vþn2;Vþ...þnK;V¼B�2

1
H00ðpM�1Þ

Q

k¼K

k¼1

qk;V ðpM�1Þnk;V

nk;V !

 !

ð9Þ

where H0ðjÞ ¼
P

0�n1;Vþ���þnK;V �B�1

Qk¼K
k¼1

qk;V ðjÞnk;V

nk;V ! and

H00ðjÞ ¼
P

0�n1;Vþ���þnK;V �B�2

Qk¼K
k¼1

qk;V ðjÞnk;V

nk;V ! : For the case

of a single-class of calls, Eq. 9 reduces to

PAcc� 1� 1

Hðp1Þ
q1;Vðp1ÞB

B!

" #

� 1� 1

H0ðp2Þ
q1;Vðp2ÞB�1

ðB� 1Þ!

" #

� 1� 1

H00ðp3Þ
q1;Vðp3ÞB�2

ðB� 2Þ!

" #

�. . . 1� 1

H00ðpM�2Þ
q1;VðpM�2ÞB�2

ðB� 2Þ!

" #

� 1� 1

H00ðpM�1Þ
q1;VðpM�1ÞB�2

ðB� 2Þ!

" #

ð10Þ

The RHS (Right Hand Side) of Eqs. 7 and 10 are hard

to solve for in a closed-form. For moderate-to-heavy

traffic, q[ 1 and the inequality remains valid if we

replace q1,V(pj), 1 B j B M - 1 by q1,V
Max (the maximum

value of q1,V(pj) across all the regions). Denoting the RHS

as PAcc
Max:

PMax
Acc ¼ 1� 1

H

q1;V
MaxB

B!
for single-hop calls ð11Þ

PMax
Acc ¼ 1� 1

H

q1;V
MaxB

B!

" #

� 1� 1

H0
q1;V

MaxB�1

ðB� 1Þ!

" #

� 1� 1

H00
q1;V

MaxB�2

ðB� 2Þ!

" #M�3

for multi-hop calls ð12Þ

where H ¼
Pb¼B

b¼0

q1;V
Maxb

b! ;H0 ¼
Pb¼B�1

b¼0

q1;V
Maxb

b! ; and

H00 ¼
Pb¼B�2

b¼0

q1;V
Maxb

b! :

Theoretical lower bound for probability of call accep-

tance: In this section, we derive lower bounds on the

probability of call acceptance for the case of single-hop and

multi-hop calls.

Single-hop case: For the single-hop case, a call from

node j to its neighbor node l is accepted if there is at least

one free slot in the region R(j). From our assumption about

the fact that the routing protocol satisfies the property that

at most c nodes on the path can hear any other node on the

path, we have for a given number of calls in the region R(j)

PAcc ¼ PðNumber of free slots� 1Þ
¼ PðNumber of used slots�B� 1Þ

Using Lemma 2

PAcc�P Number of calls� B� 1

c

� �� �

� 1

GðjÞ
X

n1þn2þ���þnK � B�1
cb c

Y

k¼K

k¼1

qkðjÞ
nk

nk!

ð13Þ

where GðjÞ ¼
P

0� n1þ���þnK �B

Qk¼K
k¼1

qkðjÞnk

nk ! :
For a single-class of calls

PAcc�
1

GðjÞ
X

i¼ B�1
cb c

i¼0

q1ðjÞi

i!
; where GðjÞ ¼

X

i¼B

i¼0

q1ðjÞi

i!
:

ð14Þ

Multi-hop case: Consider the attempt to setup an

(M - 1)-hop call (M C 3) along the nodes (p1,…, pM).

The probability of call acceptance is given by Eq. 8. From

Eq. 8 and Lemma 2:

PAcc�P Number of calls in Rðp1Þ�
B� 1

c

� �� �

� P Number of calls in R0ðp2Þ�
B� 2

c

� �� �

� P Number of calls in R00ðp3Þ�
B� 3

c

� �� �

� . . .P Number of calls in R00ðpM�1Þ�
B� 3

c

� �� �

PAcc�
1

Gðp1Þ
X

n1þn2þ���þnK � B�1
cb c

Y

k¼K

k¼1

qkðp1Þnk

nk!

� 1

G0ðp2Þ
X

n1þn2þ���þnK � B�2
cb c

Y

k¼K

k¼1

qkðp2Þnk

nk!

� . . .
1

G00ðpM�2Þ
X

n1þn2þ���þnK � B�3
cb c

Y

k¼K

k¼1

qkðpM�2Þnk

nk!

� 1

G00ðpM�1Þ
X

n1þn2þ���þnK � B�3
cb c

Y

k¼K

k¼1

qkðpM�1Þnk

nk!

ð15Þ
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where G0ðjÞ ¼
P

0� n1þ���þnK �B�1

Qk¼K
k¼1

qkðjÞnk

nk ! and G00ðjÞ ¼
P

0� n1þ���þnK �B�2

Qk¼K
k¼1

qkðjÞnk

nk ! :

For the single-class case:

PAcc�
1

Gðp1Þ
X

i¼ B�1
cb c

i¼0

q1ðp1Þi

i!

� 1

G0ðp2Þ
X

i¼ B�2
cb c

i¼0

q1ðp2Þi

i!

� . . .

1

G00ðpM�2Þ
X

i¼ B�3
cb c

i¼0

q1ðpM�2Þi

i!

� 1

G00ðpM�1Þ
X

i¼ B�3
cb c

i¼0

q1ðpM�1Þi

i!
ð16Þ

Using the same approximations as in Eqs. 11 and 12, we

can determine the minimum value of the acceptance

probability PAcc
Min:

PMin
Acc ¼

1

G

X

i¼ B�1
cb c

i¼0

qMini

i!
for single-hop calls ð17Þ

PMin
Acc ¼

1

G

X

i¼ B�1
cb c

i¼0

qMini

i!

2

4

3

5� 1

G0

X

i¼ B�2
cb c

i¼0

qMini

i!

2

4

3

5

� 1

G00

X

i¼ B�3
cb c

i¼0

qMini

i!

2

4

3

5

M�3

for multi-hop calls ð18Þ

where G ¼
Pi¼B

i¼0
qMaxi

i! ;G0 ¼
Pi¼B�1

i¼0
qMaxi

i! , and G00 ¼
Pi¼B�2

i¼0
qMaxi

i! :

(2) The Case of Preemption: The analysis so far has been

done under the assumption that high-priority calls cannot

preempt lower-priority ones. However, a realistic scenario

may require that high-priority calls are ensured high proba-

bility of call acceptance. This may require introduction of

preemption into the system. The analysis of the steady-state

probabilities of a preemptive Markov process is a difficult

problem. The stationary distribution of the highest priority

calls can be easily obtained since these calls effectively

ignore the presence of other low-priority calls. Thus, the

stationary distribution of the class-1 calls is the same as that

of the single-class system given in Eqs. 11, 12, 17, and 18.

(3) System Saturation Probability: For the case of a

single-class of calls, the probability that the network is

saturated i.e., no further calls can be accepted is given by

PSat. If the number of type-V calls in a region is B, then this

would require at least B slots to be used, and no further

calls can be accepted.

PðSaturation in RðjÞÞ ¼ PðB slots are usedÞ

PðSaturation in RðjÞÞ�PðNumber of type-V calls at RðjÞ¼BÞ

� 1

HðjÞ
q1;VðjÞB

B!

ð19Þ

PSat �
Y

i¼N

i¼1

1

HðiÞ
q1;VðiÞB

B!
ð20Þ

PSat �
1

H

q1;V
MaxB

B!

" #N

ð21Þ

(4) Calls with Varying Bandwidth: We now consider the

case where the calls have varying bandwidth requirements

i.e., in other words, each call uses up different numbers of

slots. The class of the call is determined by its bandwidth

requirement. So we now have K classes of calls. Class 1

calls require 1 slot, class 2 calls require 2 slots, class k calls

require k slots, and so on. We assume that the calls of all

classes have equal priority, i.e., no call preemption in the

network. The varying number of slots changes the results

presented in Lemmas 1 and 2. If we were to consider the

type-V calls in a region R(j), a type-V call of class i, 1B i B K

would consume at least i slots. Hence, Lemma 1 is replaced

by

Lemma 3 P(Number of used slots in a region

RðjÞ� xÞ�P
PK

i¼1 i � ni;V � x
� �

; where x 2 N:

Similarly, Lemma 2 is replaced by

Lemma 4 P
PK

i¼1 i � ni� x
� �

� PðNumber of used slots

inaregionRðjÞ� cxÞ; wherex 2 N:

Plugging these inequalities into the derivation for

bounds for the single and the multiple hop cases, we get the

following bounds for the call acceptance probability for a

class b call which requires b slots:

PMax
Acc ðbÞ ¼1�

X

B�bþ1�
PK

i¼1
i�ni;V �B

1

HðbÞ
Y

k¼K

k¼1

qk;V
Maxnk;V

nk;V !
for single-hop calls ð22Þ
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PMax
Acc ðbÞ¼ 1�

X

B�bþ1�
PK

i¼1
i�ni;V�B

1

HðbÞ
Y

k¼K

k¼1

qk;V
Maxnk;V

nk;V !

2

6

4

3

7

5

� 1�
X

B�2bþ1�
PK

i¼1
i�ni;V�B�b

1

H0ðbÞ
Y

k¼K

k¼1

qk;V
Maxnk;V

nk;V !

2

6

4

3

7

5

� 1�
X

B�3bþ1�
PK

i¼1
i�ni;V�B�2b

1

H00ðbÞ
Y

k¼K

k¼1

qk;V
Maxnk;V

nk;V !

2

6

4

3

7

5

M�3

for multi-hop calls ð23Þ

where HðbÞ¼
P

0�
PK

i¼1
i�ni;V�B

Q

k¼K

k¼1

qk;V
Maxnk;V

nk;V ! ;H0ðbÞ¼
P

0�
PK

i¼1
i�ni;V�B�b

Y

k¼K

k¼1

qk;V
Maxnk;V

nk;V !
; and H00ðbÞ¼

X

0�
PK

i¼1
i�ni;V�B�2b

Y

k¼K

k¼1

qk;V
Maxnk;V

nk;V !

PMin
Acc ðbÞ

¼ 1

GðbÞ
X

0�
PK

i¼1
i�ni �bB�b

c c

Y

k¼K

k¼1

qk
Minnk

nk!
for single-hop calls

ð24Þ

PMin
Acc ðbÞ ¼

1

GðbÞ
X

0�
PK

i¼1
i�ni �bB�b

c c

Y

k¼K

k¼1

qk
Minnk

nk!

2

6

4

3

7

5

� 1

G0ðbÞ
X

0�
PK

i¼1
i�ni �bB�2b

c c

Y

k¼K

k¼1

qk
Minnk

nk!

2

6

4

3

7

5

� 1

G00ðbÞ
X

0�
PK

i¼1
i�ni �bB�3b

c c

Y

k¼K

k¼1

qk
Minnk

nk!

2

6

4

3

7

5

M�3

for multi-hop calls

ð25Þ

where GðbÞ ¼
P

0�
PK

i¼1
i�ni �B

Qk¼K
k¼1

qk
Maxnk

nk ! ;G0ðbÞ ¼
P

0�
PK

i¼1
i�ni �B�b

Qk¼K
k¼1

qk
Maxnk

nk ! ; and G00ðbÞ ¼
P

0�
PK

i¼1
i�ni �B�2b

Qk¼K
k¼1

qk
Maxnk

nk ! :

Note that these bounds tell us that it is not possible for a

call requiring more than B
3

to be setup on a path of length

greater than 2, which is intuitively obvious.

(5) Some examples: Example 1 Consider a scenario

where all nodes are within each others’ transmission range.

Also, there is just a single slot in the TDMA system i.e.,

B = 1 so that only one class 1 call can be active in the

system. Also all calls belong to the class 1 and hence have

the same bandwidth requirements. The entire network is

now a Markov process with two states: state 1 in which

there is a call that has been accepted into the system and

state 0 in which there is no call active in the network. The

system moves from state 0 to 1 when a call arrives at any of

the nodes—this process is Poisson distributed with mean

Nk. We can compute the probability that system is in each

state. Consequently, the probability that a new call is

accepted is PAcc ¼ Pðstate 0Þ ¼ 1
1þq ; q ¼ Nk

l : For a single-

hop call, from Eqs. 11 and 17, we get PMax
Acc ¼ PMin

Acc ¼ 1
1þq :

Example 2 Consider another scenario where there are

three nodes A, B, and C so that A and C are neighbors of B

but A and C are not neighbors. There are 2 slots in the

TDMA system. The system behavior can be modeled as a

Markov process with states representing all possible con-

figurations of class 1 calls in the system. In this case, there

are 4 states corresponding to 0 calls, 1 call that occupies a

single slot (a call from A or C to B), a single call that

occupies 2 slots (a call from A to C), and 2 calls. The

resulting transition matrix and steady state probabilities are

shown in Table 1.

The probability of acceptance of a single-hop call

PAcc ¼ Pð0Þ þ Pð1Þ ¼ 1
1þq : The corresponding bounds

from Eqs. 11 and 17 reduce to PMin
Acc ¼ 1

1þqþ1
2
q2 and PMax

Acc ¼
qð1þqÞ

1þqþ1
2
q2 : It is easy to verify that PMin

Acc �PAcc�PMax
Acc : Define

DðqÞ ¼ maxðPAcc�PMin
Acc

PAcc
;

PMax
Acc �PAcc

PAcc
Þ: We can show that

D(q) = O(1) for q?? and D(q) = o(1) for q?0.

The probability of acceptance of a two-hop call PAcc ¼
Pð0Þ ¼ 1

ð1þ2qÞð1þqÞ : The bounds are now PMax
Acc ¼

1
2

1þqþ1
2
q2

and PMin
Acc ¼ 1

ð1þqþ1
2q

2Þ2
: Again D(q) = O(1) for q?? and

D(q) = o(1) for q?0.

(6) A Summary of the Results:

• The Eqs. 11, 12, 17, and 18 suggest that the call

acceptance decreases with system load, this decrease

being rapid at high loads.

• For an incoming call’s chances of acceptance to be

maximized, Eqs. 6 and 9 suggest that the minimum q(j)

across the network be maximized: this suggests that

load-balancing would help improve the acceptance rate.

Table 1 Transition matrix and steady state probabilities for the

system described in Example 2 of Sect. 3B.5

State 0 1 2 3 Probability

0 0 2k k 0 1
ð1þ2qÞð1þqÞ

1 l 0 0 2k 2q
ð1þ2qÞð1þqÞ

2 l 0 0 0 q
ð1þ2qÞð1þqÞ

3 0 2l 0 0 2q2

ð1þ2qÞð1þqÞ
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• If all the nodes are within the transmission range of one

another (all communications are single-hop), then the

upper and lower bounds (Eqs. 11 and 17) converge

with qkðjÞ ¼ N kk

lk
:

• To ensure that the call acceptance is always above a

certain threshold irrespective of the load, Eqs. 17 and

18 indicate that the network must be well-provisioned

i.e., B must be sufficiently high.

• The Eqs. 22–25 suggest that the call acceptance

decreases with bandwidth requirement and system

load, this decrease being rapid at high loads.

• As boundary cases, the following are seen to hold for

the call acceptance rates: As the number of slots

increases, it tends to unity. As the call duration

increases, it approaches zero.

(7) The case when the interference range is not equal to the

transmission range: In this section, we relax the assumption

that the interference range of a node is equal to the transmis-

sion range. Nodes that lie within the transmission range of a

node j can send packets to and receive packets from node j. On

the other hand, a node that lies in the interference range of

node j but outside the transmission range can disrupt com-

munication involving node j in a slot by transmitting in the

same slot, although they typically cannot communicate reli-

ably with node j itself. We denote the interference range by Q

and the transmission range by R. When Q [ R, we now have

nodes that lie outside the transmission range of a node j that

can interfere with the communication involving node j. This

reduces the spatial reuse of slots. The decrease in spatial reuse

is indicated by an increase in the constant c introduced in

Sect. 3A. If the paths chosen for routing are such that, less than

c consecutive nodes on the path lie within the interference

range of one another, then the call can be routed along the path

using at most c slots. Here, we estimate c as a function of Q and

R. Thus, for the more general case of Q [ R, our earlier

analysis can be carried through using the appropriate c and by

replacing the notion of transmission range with that of inter-

ference range.

We maintain the earlier assumption that for three nodes A,

B, C that are within distance R of one another, calls will

always be routed from A to C along the direct link (A, C)

instead of links (A, B) and (B, C). Consider a path consisting

of nodes (1, 2,…, /). We denote the distance between two

nodes (i, j) as d(i, j). We want to place these / nodes so that

dði; iþ 1Þ�R; i 2 f1; 2; . . .;/� 1g ð26Þ

Rð1þ dÞ� dði; jÞ�Q;
j 62 fi; i� 1; iþ 1g; i 2 f1; 2; . . .;/g ð27Þ

Rð1þ dÞ� dð1;/Þ�Q ð28Þ

Here d is a small positive constant and we need Q C

R(1 ? d). These constraints ensure that the consecutive

nodes on the path (i, i ? 1),i [ {1, 2,…, / - 1} can

communicate, the non-consecutive nodes cannot

communicate, and that any pair of nodes can interfere

with one another.

To construct / such points, consider a regular polygon

of / ? 1 points with the nodes {1, 2,…, /} mapped to

consecutive points of the polygon (except the point / ? 1

which has no node mapped to it). Let r be the radius of the

circumcircle of this polygon. Then the distance between

consecutive nodes dði; iþ 1Þ ¼ 2r sin p
/þ1
�R: The dis-

tance between non-consecutive nodes dði; jÞ� 2r sin 2p
/þ1
�

Rð1þ dÞ: The maximum distance between any pair of

nodes 2r sin p
/þ1
b/þ1

2
c

� 	

¼ Q: Combining these three

constraints

sinð p
/þ1
Þ

sinð p
/þ1
b/þ1

2
cÞ
� R

Q
� 1

1þ d

sinð 2p
/þ1
Þ

sinð p
/þ1
b/þ1

2
cÞ

ð29Þ

We are interested in the maximum value of / ? 1. This

gives us the value of the parameter c for the given ratio Q
R : To

see this, consider a call whose path includes the path from 1

to / i.e., the call arrives at node 1 from some node j 62
f1; 2; . . .;/g; follows the path {1, 2,…, /}, and then is

transmitted from node / to some node k 62 f1; 2; . . .;/g: Say

node 1 receives the call on slot 1. Each of the links (i, i ? 1) , i

[ {1,2,…, / - 1} must use a different slot, say i ? 1,

because these nodes interfere with each other. Finally node /
transmits the call to node k on slot / ? 1 due to interference

from the remaining nodes in slots {1, 2,…, /}. Thus

c ¼ arg max
/

sinð 2p
/þ1
Þ

sinð p
/þ1
b/þ1

2
cÞ
� Rð1þ dÞ

Q

 !

ð30Þ

The dependence of c on the ratio Q
R is shown in Fig. 7.

We see from the figure that for the common case when the

Fig. 7 The dependence of the parameter c on the ratio of the

interference range to the transmission range Q
R

� �
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interference range is not much bigger than the transmission

range, c is at most 6.

(8) The failure of shortest-path routing: The analysis

tells us that the parameters, the call acceptance probability

and the system saturation probability depend on the load on

the network, the hopcount of the path, and the routing

protocol. We first look at the performance of shortest-path

routing relative to the theoretical guarantees. The routing

protocol is related to the call acceptance and the system

saturation probability through the factor fk(i, j) specified in

Eq. 1.

Shortest-path routing: Shortest-path routing computes

the shortest-path between the source and the destination

where the distance refers to the Euclidean distance between

the nodes. In a highly dense network, the authors of [15]

proved that the average path length obtained when shortest-

path routing is employed in 0.905R where R is the radius of

the network. This leads to heavier load at the center region

of the network. We simulate shortest-path routing and

measure the call acceptance rate. The Figs. 8 and 9 indicate

the loading of the center of the network, and decreasing

load away from the center where the ring can be regarded

as a unit of distance from the center (refer Sect. 5 for more

details). The Figs. 10–12 show that the shortest-path

routing has a call acceptance rate much below the theo-

retical limit. Note that even in Fig. 10, the system has

several calls with varying hops, which would be the case in

a realistic scenario. The results shown in Figs. 10–12 are

got by measuring the acceptances for single-hop, 2-hop,

and 3-hop calls, respectively. The reason that shortest-path

routing performs badly is due to the fact that a majority of

the calls are routed through the center of the network

resulting in a high load in the center. This problem suggests

the use of load-balancing to alleviate the formation of

hotspots and to increase the call acceptance.

(C) Deterministic guarantees: Our aim is to ensure that a

certain number of calls in the network can be assured of

acceptance. We can do so by pegging these calls at a high

priority. Consider the following rank-based priority

scheme: (Fig. 13) Calls are prioritized according to the

classes to which they belong. In addition, calls that belong

to the highest priority are further allocated to sub-classes

which are based on the address or ID of the source of the

call. Further, call admission ensures that only one call of a

given sub-class exists in the system. This implies that a

particular node can originate only one such highest priority

call. Preemption is permitted amongst the sub-classes

themselves so that a high-priority sub-class has a better

chance of acceptance. Hence a scenario can be envisaged

as follows: the network is deployed in a military scenario in
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which the nodes are under the control of various commu-

nicating officers. The node ID can be assigned based on the

rank of the officer using the node. Calls are prioritized at

the time of call admission into various classes. These calls

then have probabilities of acceptance depending on the

class to which they have been assigned and the network

state. In addition, the calls of the highest priority class are

assigned to sub-classes based on their node ID. Thus, to

ensure that the call of the highest-ranking officer (say the

General) always gets through, the general’s node would be

assigned a high-priority node ID. Thus, a set of nodes can

be designated to ensure certain call acceptance. To ensure

that these guarantees provided are effective, we need to

estimate the number of calls (which is equivalent to the

number of sub-classes) for which certain call acceptance

can be ensured, and the call acceptance for the sub-classes

which lie outside the former class.

(1) Deterministic Guarantee Limit: The Deterministic

guarantee limit D refers to the number of sub-classes of the

highest priority class that can be ensured deterministic call

acceptance as outlined at the beginning of this section.

These sub-classes are referred to as the deterministic sub-

classes. From

Number of calls in RðjÞ¼ x
)Number of used slots in RðjÞ�cx

ð31Þ

If x¼ B
c


 �

; then the number of used slots in R(j) B B. If

the total number of sub-classes in the network ¼ B
c


 �

; then

for every node j, the number of used slots in R(j) B B.

Thus, this is the number of sub-classes that can be

definitely accepted by every region of the network at a

given time. By allocating a unique set of slots to each of the
B
c


 �

sub-classes, we can ensure that calls of these sub-

classes are accepted (of course, any lower priority calls

may need to be preempted in the process). Thus, the

Deterministic guarantee limit D� B
c


 �

: This implies that B
c


 �

sub-classes can be ensured deterministic call acceptance.

However, this being a lower bound it may be possible for

some more sub-classes to be ensured of this deterministic

acceptance.

Independence of the guarantee limit and mobility: At

this point, we also would like to point out the effect of the

mobility of the nodes on the limit. The deterministic

guarantee limit is independent of the mobility. The set of

sub-classes f1; . . .; B
c


 �

g are ensured of deterministic

acceptance even in the face of node mobility. Mobility in

the network leads to path breaks and, subsequent, route

reconfiguration attempts. In any such attempt, the calls

belonging to the deterministic sub-classes retain their pri-

ority. Thus, these calls are guaranteed resources during the

reconfiguration.

(2) Probability of acceptance for the probabilistic sub-

classes: The sub-classes other than the deterministic sub-

classes are referred to as the probabilistic sub-classes.

Since sub-classes are assigned based on node IDs, there are

N sub-classes, designated {1,…, N} in decreasing order of

PAcc = 1

Class 2

PAcc = PAcc_Class1 <= 1

PAcc = PAcc_Class2 < PAcc_Class1

DGL

Class 1

Fig. 13 Rank-based priority scheme
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versus varying load

0

 0.2

 0.4

 0.6

 0.8

1

0  10  20  30  40  50  60  70  80  90

P
A

cc

ρ

PAcc vs ρ
Maximum

SP
Minimum

Fig. 12 Call acceptance of 3-hop calls using shortest-path routing

versus varying load

Wireless Netw (2010) 16:291–310 303

123



priority. We are considering the call acceptance of a call

belonging to a sub-class n [ B
c


 �

(all calls in any of the

sub-classes f1; . . .; B
c


 �

g are of a higher priority than this

call and are within the deterministic guarantee limit) at a

time t. We denote the probability that a call of sub-class i

exists in the network at time t by pi(t).

Let qi(t) = 1 - pi(t). Denote: the acceptance of call of

sub-class n as ACCn, and the number of calls [ sub-classes

{1,…, n - 1} as Count(1, n - 1). As in Eq. 31, if Count(1,

n - 1) is less than B
c


 �

; then for every node j, the number of

slots used by calls of these sub-classes is B B - c. All the

remaining c slots are either free or are used by lower-priority

calls which can be preempted by the call belonging to sub-

class n. Thus, the call of sub-class n can be accepted. Thus

At time t;Countð1; n� 1Þ\ B

c

� �

) Call of sub-class n is accepted ð32Þ

P Call of sub-class n is acceptedjCountð1; n� 1Þ\ B

c

� �� �

¼ 1

ð33Þ

By denoting the probability of acceptance of the call

belonging to sub-class n at time t as Pn(t):

PnðtÞ ¼ P ACCnjCountð1; n� 1Þ\ B

c

� �� ��

�P Countð1; n� 1Þ\ B

c

� �� �

þ P ACCnjCountð1; n� 1Þ� B

c

� �� ��

�P Countð1; n� 1Þ� B

c

� �� �

ð34Þ

PnðtÞ�P Countð1; n� 1Þ \
B

c

� �� �

PnðtÞ�
X

S�f1;...;n�1gjSj � B
cb c

Y

l2S

plðtÞ
Y

r2f1;...;n�1g�S

qrðtÞ
ð35Þ

When the calls at each node follow an identical

probability distribution i.e., pjðtÞ ¼ pðtÞ; 8j 2 f1; . . .;Ng;
Eq. 35 simplifies to

PnðtÞ�
X

i¼ B
cb c

i¼0

n� 1

i

� �

pðtÞiqðtÞn�i�1 ð36Þ

4 Load-balancing

We consider the following strategies for load-balancing:

• Ring-based routing: Ring-based routing [15] transfers

the load from the center to the periphery of the network.

The scheme makes use of heuristics to balance the load.

We define the following terms:

– The center node or center of a network, C, is the

node for which,

max8xðHCðC; xÞÞ�min8yðmax8zðHCðy; zÞÞÞ

for all nodes x, y, and z in the network.

Here HC(a, b) denotes the hopcount of the shortest path

from node a to node b.

– Each node in the network belongs to a Ring

denoted by Ringi(ri, ri?1). A Ring is an imaginary

division of the network into concentric rings about

the center of the network. The thickness of the

ring is given by ri?1 - ri. A node that belongs to

Ringi lies at a distance in (ri, ri?1) from the center

of the network.

• The load balancing heuristic that we use is a Preferred

Outer Ring routing Scheme (PORS) [15]. In this

strategy, traffic generated in a node in Ringi and

destined for a node in Ringj must not go beyond the

rings enclosed by Ringi and Ringj. Further, the packets

must be preferentially routed through the outer of the

two rings. Thus, for nodes belonging to the same ring,

packets must be preferentially transferred in the same

ring. For nodes belonging to different rings, all angular

transmissions must preferentially take place in the outer

of the two rings while the radial transmissions transfer

packets across the rings. Thus, PORS affects the

hopcount while at the same time moving most of the

load away from the center.

• Bandwidth-limited routing: Bandwidth-limited routing

is a more direct form of load-balancing that uses an

estimate or measurement of the available bandwidth to

select a path. It differs from the two previous methods

(shortest-path routing and PORS) in that it is dynamic:

constantly adapting to changes in the network state.

There are two opposing metrics that such a scheme

attempts to reconcile. It tries to choose paths with the

highest available bandwidth. These paths, usually, tend

to be longer than the shortest path. As a result, the

available bandwidth of the path, which is the minimum

of the available on the constituent links, is more likely

to decrease.

The scheme that we use is based on the Shortest-dist (P, n)

studies in [16]. We use a variant of this heuristic. The weight

for the link (u, v) is weighted by 1
Bðu;vÞn where B(u, v) is the

estimated bandwidth of the link, and n is a weighting factor.

We simply estimate this as the minimum of the number of

free slots at nodes u and v. The intuition behind this heuristic

is that when the links are weighted thus, shortest-path routing

will select a path that minimizes
Pi¼k

i¼1
di

Bi
n where k is the
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number of hops, di is the Euclidean distance of the ith hop,

and Bi is the estimated bandwidth of the link traversed on the

ith hop. This heuristic tends to select links with high avail-

able estimated bandwidth that would also form a short path to

the destination. We set the exponent n to 1 for our

experiments.

5 Simulation studies

To study the actual behavior of the parameters of interest,

we built a TDMA based Ad hoc wireless network simulator

in C??. Our simulator models the wireless system

described in Sect. 3A and B by taking into account the

broadcast nature of wireless medium, in the same way as

the well known simulators such as NS-2 and QualNet

model the wireless networks. Unlike these simulators, our

simulator lacks any modeling of radio propagation path-

loss and fading effects in wireless environment. However,

as our objective in this work is to study the influence of

routing protocols on the call acceptance rate, which is a

measure of the number of calls that can be admitted into

the network, our work does not involve collecting any

results after a call is established. The call acceptance

measurement is performed by the call admission control

module while admitting calls into the network. Hence the

results presented in this paper do not get affected by actual

packet exchanges in the network. But metrics such as call

drop ratio, packet delivery ratio, and end-to-end delay

involve collecting measurements after calls get admitted

into the network and hence require sophisticated simulators

like NS-2 and QualNet implement radio propagation

models in wireless environment.

Call admission involves two steps: finding a path using

one of the routing protocols discussed and reserving slots

along the path. Slot allocation for a particular call is done

in a greedy manner. If at any intermediate node, the

number of free slots is found to be inadequate, the call is

rejected. Calls are generated at each node according to a

Poisson process and the accepted calls have an exponen-

tially distributed call duration. The nodes are not mobile.

The parameters of the simulation are specified in Table 2.

The simulated network has 50 nodes which are distributed

in a uniformly random fashion over a terrain of

1,000 m 9 1,000 m. Transmission range of a node is

300 m. Interference range of a node is equal to its trans-

mission range. For each call the destination node is chosen

uniformly at random from all other nodes present in the

network. Simulation runs are carried out for 20 seeds and

each simulation run is for a duration of 200 s.

For the simulation studies, we vary the load by varying

the call arrival rate at each node. We compare the call

acceptance probabilities for varying values of

q = (Average Call Arrival Rate) 9 (Average Call Dura-

tion). In order to compare the theoretical values and the

experimental results, we need to translate the q value to the

q1,V
Max value. Thus, we also measure the average fraction of

calls that pass through a region. This factor is an indication

of the nature of the routing protocol used. We then measure

the call acceptance of calls based on their hopcount for

different routing protocols and compare with the theoreti-

cal limits.

6 Simulation results

(A) Call acceptance probability: We have compared the

probability of call acceptance of shortest-path routing (SP),

Bandwidth-limited routing (BW), PORS, and the theoreti-

cal bounds at different values of load (in terms of q). We

have also studied the acceptance probability for hopcount

values of 1, 2, and 3 (Figs. 14–16). In all the results, the

call acceptance probability value decreases with an

increase in the network load, as expected. Further, the

curves depicting the call acceptance probability values of

SP, BW, and PORS lie within the region surrounded by

PAcc
Max and PAcc

Min.
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Fig. 14 Variation of Call Acceptance versus q for Single-hop calls

Table 2 Parameters used in the simulation

Parameter Value

Number of nodes 50

Number of slots 32

Terrain area 1,000 m 9 1,000 m

Transmission range 300 m

Average call duration 30 s

Simulation duration 200 s

Number of seeds 20
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PORS performs only marginally better than shortest-

path routing (and in fact worse for single-hop calls) while

BW performs significantly better. PORS attempts to bal-

ance the load implicitly by routing calls to the periphery:

this may not be the most effective strategy because nodes

in one ring can interfere with those in other rings. Also it

does not take into account the fact that a longer path would

result in more resources being consumed affecting the

acceptance rate of calls in the future. This is probably the

reason why the single-hop calls have a lower acceptance

rate in PORS. BW, by using an explicit bandwidth-based

load-balancing is evidently more effective. To bring out the

difference in the performance of the three routing algo-

rithms, we compute the fraction of all generated calls that

arrive at a node. We compute the average of this fraction

for all nodes that belong to a ring and hence can be con-

sidered to be at a fixed distance from the center of the

network. The Figs. 17 and 18 plot this average fraction

(normalized so that the least number is 1 and all the others

are divided by this least number) for two different loads on

the network. In both cases, shortest-path routing has a high

load near the center. PORS shifts this load to the periphery

but incurs the cost of higher path length. BW behaves like

shortest-path when the network is lightly loaded but shifts

the calls to the periphery with an increasing load. The

difference between the theoretical upper bound and the

experimental results is partly the result of the approxima-

tions and assumptions used in our model. However, the

difference also reflects the inadequacy of the existing

protocols in load-balancing.

The increase in the call acceptance probability of the

load-balancing schemes as compared to shortest-path

routing indicates the importance of load-balancing in

ensuring better throughput in terms of call acceptance. In

fact, load-balancing seems to be an important method of

approaching PAcc
Max. The results indicate that an ideal load-

balancing based routing protocol can come close to the

theoretical upper bound.

(B) System saturation probability: The variation of the

probability of system saturation with load is shown in
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Fig. 16 Variation of Call Acceptance versus q for 3-hop calls
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Fig. 19. This metric remains near zero for moderate-to-

heavy loads, and takes on an appreciable value only at high

values of load. This indicates that system saturation is a

rare occurrence for the common values of load. Thus, the

network rarely enters a state where every new call is

rejected. This also implies that for the common values of

load, it is always possible to ensure that some fraction of

the calls are guaranteed acceptance. This fraction is based

on the values of the probability of call acceptance at that

load.

(C) Calls with varying bandwidth: We now consider the

case where the calls have varying bandwidth requirements

as discussed in Sect. 3B.4. The channel capacity is

54 Mbps and slottime is 1 ms. We consider 3 classes of

multimedia calls in the network (i.e., K = 3). Class 1 calls

require 54 Kbps (i.e., b = 1, voice calls), class 2 calls

require 108 Kbps (i.e., b = 2, low-quality video calls),

class 3 calls require 162 Kbps (i.e., b = 3, medium-quality

video calls). The total number of slots available in the

network is 150, (i.e., B = 150). We assume that the load

(q) is same for all classes of calls. We measure the call

acceptance probability of calls based on their class and

hopcount for SP, PORS, and BW protocols at varying

values of q and compare with the theoretical limits.

The Figs. 20–28 show the variation of the call accep-

tance probability versus load for hopcount values of 1, 2,

and 3. In all the protocols, the call acceptance probability

decreases with an increase in the bandwidth (in terms of

number of slots, b) requirement from Class 1 calls to Class

3 calls. As observed from the plots, the call acceptance

probability decreases more rapidly for multi-hop calls

present in the network. Since it employs explicit band-

width-based load-balancing in the network, BW routing

protocol out-performs other two routing protocols. As

observed from the plots, the curves depicting the call

acceptance probability values for all 3 classes of calls in

the case of SP, PORS, and BW routing protocols lie within

the region surrounded by PAcc
Max and PAcc

Min.
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Fig. 21 Call acceptance probability of Single-hop calls (b = 2)

versus varying load
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versus varying load

0

 0.2

 0.4

 0.6

 0.8

1

0  10  20  30  40  50  60

P
A

cc

ρ

PAcc vs ρ

Maximum (b=3)
SP (b=3)

PORS (b=3)
BW (b=3)

Minimum (b=3)

Fig. 22 Call acceptance probability of Single-hop calls (b = 3)

versus varying load
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varying load
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Fig. 28 Call acceptance probability of 3-hop calls (b = 3) versus

varying load
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Fig. 24 Call acceptance probability of 2-hop calls (b = 2) versus

varying load
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Fig. 27 Call acceptance probability of 3-hop calls (b = 2) versus

varying load
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Fig. 26 Call acceptance probability of 3-hop calls (b = 1) versus

varying load
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7 Conclusion and future directions

A realistic analysis of the nature of QoS guarantees is

crucial in the design of new protocols and the improvement

of existing ones to handle the growing diversity of

demands on networks. In this paper, we have analyzed a

TDMA based Ad hoc wireless network. We have derived

an upper bound on the probability of call acceptance: a

bound that gives us a measure of the number of calls that

can be allowed into the network, and a lower bound on the

probability of system saturation: a number that indicates

the likelihood of the network being unable to accept any

further calls. Our analysis takes into consideration the

behavior of the routing protocol and the inter-dependence

of resources (time-slots) of neighboring regions in a

wireless network. Further, our simulation studies indicate

that the set of protocols tested fall short of the established

bounds. Amongst the three protocols compared, the one

that incorporated load-balancing out-performed the short-

est-path routing based protocol. This clearly indicates the

importance of load-balancing in the attainment of high

network performance, and the provision of better QoS

guarantees.

We have estimated the deterministic guarantee limit.

This limit indicates that it is always possible to ensure QoS

guarantees for a certain sub-class of calls (the sub-class

being a function of the node ID of the source of the call)

irrespective of the mobility and resource constraints of the

network.

One of the key limitations of our analysis is our

assumption that nodes are not mobile. When the nodes are

moving, the number of nodes in a given region becomes

time-dependent. This in turn is reflected in the factor q
becoming time-independent. We would like to study the

effect of time-dependence of q on the call acceptance. The

experimental studies also need to be extended to compare

other protocols to infer the essential and desirable proper-

ties of protocols that approach optimal-behavior. This will

also serve as a guideline in the design of protocols that

attempt to meet specific QoS guarantees. Secondly, the

current bounds that we have derived are not tight. Closing

the gap between analysis and simulations will provide

further insights into the limits on the capacity of wireless

networks.

A main scope for future work arises from our consid-

eration of the call acceptance problem in the TDMA

setting. While attempting to provide bandwidth guarantees

in wireless networks, two important problems arise. The

first is the call acceptance in the presence of contention for

the system resources. The other important problem is call

dropping in the presence of changes in the configuration of

the system, due to issues such as interference and node

mobility. While this work has only considered the former

problem, the ability to provide QoS guarantees relies on

accurately modeling both problems in a unified framework.

Extending our analysis to non-TDMA wireless networks is

another interesting avenue for further research.

References

1. Gupta, P., & Kumar, P. R. (2000). The capacity of wireless net-

works. IEEE Transactions on Information Theory, 46(2), 388–404.

2. Xie, L. L., & Kumar, P. R. (2004). A network information theory

for wireless communication: Scaling laws and optimal operation.

IEEE Transactions on Information Theory, 50(5), 748–767.

3. Grossglauser, M., & Tse, D. N. C. (2002). Mobility increases the

capacity of ad hoc wireless networks. IEEE/ACM Transactions
on Networking, 10(4), 477–486.

4. Tabet, T., & Knopp, R. (2004). Bounds on the throughput

capacity of wireless ad hoc networks with non-uniform traffic. In

Proceedings of IEEE SECON, pp. 210–217, October 2004.

5. Negi, R., & Rajeswaran, A. (2004). Capacity of power con-

strained ad-hoc networks. In Proceedings of IEEE INFOCOM,

Vol. 1, pp. 443–453, March 2004.

6. Kumar, A., Altman, E., Miorandi, D., & Goyal, M. (2005). New

insights from a fixed point analysis of single cell IEEE 802.11

wireless LANs. In Proceedings of IEEE INFOCOM Vol. 3, pp.

1550–1561, March 2005.

7. Sharma, G., Ganesh, A., & Key, P. (2006). Performance analysis

of contention based medium access control protocols. In Pro-
ceedings of IEEE INFOCOM, April 2006.

8. Gao, Y., Chiu, D.-M., & Lui, J. C. S. (2006). Determining the

end-to-end throughput capacity in multi-hop networks: Method-

ology and applications. ACM SIGMETRICS Performance
Evaluation Review, 34(1), pp. 39–50.

9. Romer, K. (2001). Time synchronization in ad hoc networks. In

Proceedings of ACM MOBIHOC, pp. 173–182, October 2001.

10. Zhong, X., Mei, S., Wang, Y., & Wang, J. (2004). Synchroni-

zation in TDMA ad hoc network. In Proceedings of IEEE VTC
Vol. 7, pp. 5011–5014, September 2004.

11. Chen, L., & Leneutre, J. (2007). Toward secure and scalable time

synchronization in ad hoc networks. Computer Communications,
30(11–12), 2453–2467.

12. Kemeny, J. G., & Snell, J. L. (1960). Finite Markov chains. New

York, USA: Van Nostrand.

13. Buchholz, P., Ciardo, G., Kemper, P., & Donatelli, S. (2000).

Complexity of memory-efficient Kronecker operations with

applications to the solution of Markov models. INFORMS Jour-
nal on Computing, 12(3), 203–222.

14. Bertsekas, D., & Gallager, R. (1992). Data networks, 2nd edn.

New Jersey, USA: Prentice Hall.

15. Bhaya, G., Manoj, B. S., & Siva Ram Murthy, C. (2003). Ring-

based routing schemes for load distribution and throughput

improvement in multi-hop cellular, ad hoc, and mesh networks.

In Proceedings of HiPC, LNCS 2913, pp. 152–161, December

2003.

16. Ma, Q., Steenkiste, P., & Zhang, H. (1996). Routing high-band-

width traffic in max–min fair share networks. In Proceedings of
ACM SIGCOMM, pp. 206–217, August 1996.

Wireless Netw (2010) 16:291–310 309

123



Author Biographies

S. Sriram obtained his B.Tech.

degree in Computer Science and

Engineering in 2004 from the

Indian Institute of Technology

(IIT), Madras, India. He is cur-

rently working towards the Ph.D.

degree in the department of

Computer Science at the Univer-

sity of California, Berkeley, USA.

His research interests include

Wireless networks, Distributed

systems, Network security, and

Computational biology.

T. Bheemarjuna Reddy
received the B.Tech. degree in

Computer Science and Engi-

neering from Andhra University,

India, in 2000 and the M.E.

degree in Computer Science and

Engineering from the National

Institute of Technology (NIT),

Rourkela, India, in 2002. He was

an iNautix doctoral student dur-

ing 2002–2006 in the Department

of Computer Science and Engi-

neering at the Indian Institute of

Technology (IIT) Madras, India,

where he focused on QoS provi-

sioning and Multimedia transport in Ad hoc wireless networks. During

January 2007–March 2007, he was a Senior Project Officer at IIT

Madras, India. He is currently a post-doctoral researcher at the Univer-

sity of California, San Diego, USA. His research interests include

Quality of Service, Multimedia transport, and Cognitive networking in

wireless networks.

C. Siva Ram Murthy earned

his B.Tech. degree in Electronics

and Communication Engineering

from Regional Engineering Col-

lege (now National Institute of

Technology), Warangal, India,

in 1982, M.Tech. degree in

Computer Engineering from the

Indian Institute of Technology

(IIT), Kharagpur, India, in 1984,

and Ph.D. degree in Computer

Science from the Indian Institute

of Science, Bangalore, India, in

1988. He has been with the

Department of Computer Science

and Engineering at IIT Madras, since 1988, where he is currently a

Professor. He has held visiting positions at the German National

Research Centre for Information Technology (GMD), Germany, Uni-

versity of Stuttgart, Germany, University of Freiburg, Germany, Max

Planck Institute for Software Systems, Germany, Swiss Federal Institute

of Technology (EPFL), Switzerland, University of Washington, Seattle,

USA, and University of California San Diego, USA. He is the co-author

of the textbooks Parallel Computers: Architecture and Programming,

(Prentice-Hall of India, New Delhi, India), New Parallel Algorithms for

Direct Solution of Linear Equations, (John Wiley & Sons, Inc., New

York, USA), Resource Management in Real-time Systems and Net-

works, (MIT Press, Cambridge, USA), WDM Optical Networks:

Concepts, Design, and Algorithms, (Prentice Hall, New Jersey, USA),

and Ad Hoc Wireless Networks: Architectures and Protocols, (Prentice

Hall, New Jersey, USA). His research interests include parallel and

distributed computing, real-time systems, lightwave networks, and

wireless networks. He has published over 125 papers in refereed inter-

national journals and over 125 papers in refereed international

conferences in these areas. Dr. Murthy is a recipient of Best Ph.D. Thesis

Award from the Indian Institute of Science, Indian National Science

Academy (INSA) Medal for Young Scientists, and Dr. Vikram Sarabhai

Research Award. He is a co-recipient of Best Paper Awards from the 5th

IEEE International Workshop on Parallel and Distributed Real-Time

Systems (WPDRTS), the 6th and 11th IEEE Annual International

Conference on High Performance Computing (HiPC), and the 14th IEEE

International Conference on Networks (ICON). He is a Fellow of the

Indian National Academy of Engineering, an Associate Editor of IEEE

Transactions on Computers, and a Subject Area Editor of Journal of

Parallel and Distributed Computing.

310 Wireless Netw (2010) 16:291–310

123


	The influence of QoS routing on the achievable capacity in TDMA based Ad hoc wireless networks
	Abstract
	Introduction
	Related work
	Theoretical analysis
	Load-balancing
	Simulation studies
	Simulation results
	Conclusion and future directions
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


