
Modeling temporal 
dynamics in social media
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Ferguson Unrest in 2014

• Model the evolution of memes, activity of users and predicting the 
popularity of memes.



Temporal dynamics : Predicting popularity



Modelling the occurrence of tweets over time : A 
point process approach
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Sampling points from a point process



Modelling Tweet occurrence : Log-Gaussian Cox 
Process

• Doubly stochastic point process. 

• Bayesian non-parametric approach to learning the intensity function. 

• Log-Intensity function is sampled from a Gaussian process prior.



Bayesian Learning



Supervised learning : Regression



Bayesian linear Regression

PriorPosterior Likelihood



Gaussian distribution to Gaussian Process



Gaussian process Kernels



GP Posterior from GP Prior



Gaussian Process Prediction and Learning

Marginal Likelihood



Modelling Tweet occurrence : Log-Gaussian Cox 
Process

• Useful when the form of the intensity function is unknown 

• Not sufficient data to learn the form 

• Model the evolution of memes



Modelling Twitter Dynamics



Modelling Twitter dynamics

?

Problem: Small cascades


A hint for a solution:


Similarity across  temporal 
patterns across memes    ?



Using reference memes
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Multi-task learning

• Several related tasks sharing a common data 
representation


• Use multi-task Gaussian processes

• Captures similarities between the tasks using kernels

• Uses information from other tasks to make 

predictions



Multi-task learning

• Several related tasks sharing a common data representation

• Use multi-task Gaussian processes


• Captures similarities between the memes using kernels



Multitask learning of meme intensities
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Using reference rumours: correlations

i

i’   =

Treat B as hyper parameters and  
Learn it by maximising the marginal likelihood



Using reference meme: text

??

I saw the riots in the city!!

I saw them too!

It’s false, stop spreading rumours!



Using reference meme: text

??

I saw the riots in the city!!
I saw them too!

It’s false, stop spreading rumours!

Memes with similar textual content exhibit  
similar temporal behaviour 
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Using reference rumours: text
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Using reference rumours: text
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● Text representation:

○ Brown clusters learnt on a large scale Twitter corpus

Using reference rumours: text



Using reference rumours: summary

Instead of having only time as input, also use 
a rumour representation.



Predicting tweet arrival times 

time
time x text
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