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Latent Dirichlet Allocation



LSA vs LDA



LDA: Generative Story



Dirichlet distribution

lDistribution over distributions!



LDA



Inference in LDA
lComplete Likelihood

lPosterior over latent variables

lMarginal likelihood

lPosterior computation and marginal likelihood estimation 
could be done through Gibbs Sampling or Variational 
Inference



Document modelling



Document representation with LDA 



Dirichlet Process  Mixture Model

• Model an unknown number of topics across several corpora of 
documents  

• BNP clustering addresses this problem by assuming that there is an 
infinite number of latent clusters, but that a finite number of them is 
used to generate the observed data.



Dirichlet Process

• Define a distribution over distributions, parameterised by a concentration parameter 
α > 0 and a base distribution G0, which is a distribution over a space Θ. 

• Consider a Partition of Θ, {T1, . . . , TK }. 

• Draw a random distribution from the DP and add up the probability mass in a region 
T ∈ Θ, then there will on average be G0(T ) mass in that region.



Dirichlet Process mixture model

• Dirichlet Process mixture model 
helps to cluster data with 
unknown number of clusters



Hierarchical Dirichlet Process
• Shares parameters among the grouped data 

• Hierarchical Dirichlet process (HDP)  provides 
a nonparametric approach to sharing infinite 
mixtures.



 Sub-story detection in Twitter

• detecting sub-stories around a main story as they emerge in social 
media streams  

• sub-stories share some common vocabulary and the tweet rates 
for the sub-stories are comparatively low.



Locality Sensitive hashing

• Efficient approximation to nearest neighbor search 

• Uses random hyperplanes to assign k bit   signature to tweets 

• Each distinct signature identifies a bucket 

• Similar tweets likely to be assigned to same bucket 

• Only compare new tweet to tweets in the same bucket
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Spectral clustering



Spectral clustering for Twitter

• Word- word similarity metric based on NPMI score 

• two words appear consistently in the same tweet, then 
they are indicative of the same story.



Experimental  Results
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