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Abstract

In this paper, we have proposed a wavelength reassign-
ment algorithm to enhance the blocking performance, in
the circuit-switched wide-area optical wavelength divi-
sion multiplexed (WDM) networks with no wavelength
conversion at the nodes. The limitation of such a no con-
version network is the wavelength continuity constraint
(wcc). In the wavelength conversion networks, block-
ing occurs due to capacity exhaustion on the links and
not due to wcc. Hence these networks have the opti-
mal performance, achieving the lowest possible blocking
probability (Pb). Our aim is to see if one can achieve
this near optimal blocking performance in no conversion
networks by using the wavelength reassignment tech-
niques. We have proposed an heuristic reassignment al-
gorithm namely, MOLC and studied the performance on
some standard backbone optical networks. Simulation re-
sults show that in these example networks, our proposed
reassignment algorithm can mostly remove the blocking
due to the wcc and achieve the optimal performance.

1. Introduction
Wavelength-division multiplexing (WDM) [1] in optical
networks is a promising technology to utilize the enor-
mous bandwidth of opitcal fiber and it offers the ca-
pability of building very large wide-area networks with
throughputs of the order of gigabits per sec for each node
[2]. Lightpaths which is a high-bandwidth end-to-end cir-
cuit carries the traffic between nodes. Nodes are equipped
with optical cross connects (OXCs) which can selectively
drop and add some of the wavelengths locally, switch
wavelengths from one input port to another (wavelength
routing , WR), and are able to change the wavelength
of an incoming lightpath to any of the outgoing wave-
lengths, called the wavelength conversion capability of
the OXCs [3]. No wavelength conversion networks are
the one in which the nodes do not possess the wavelength
conversion capability. In such a network, a lightpath is es-
tablished on a route only if there exists atleast one wave-
length which is simultaneously free on all the links of

that route. This constraint is known as the wavelength
continuity constraint (wcc). On the other hand in net-
works with wavelength conversion, a call is accepted if
on all the links of its route there is atleast one free wave-
length. Therefore in these conversion networks, a call
gets blocked only due to the capacity exhaustion on the
links and not due to wcc. Thus, having wavelength con-
version is advantageous in that it decreases the blocking
probability, Pb and increases channel utilisation [4]. The
conversion networks are therefore considered as the op-
timal networks. However, implementing all-optical full
wavelength conversion is quite difficult due to technolog-
ical limiations. Optical wavelength converters are still in
the experimental stage. Electronic wavelength crosscon-
nects (WXC) are used to realize wavelength conversion
at the nodes which involves OEO (Optical-Electronic-
Optical) conversions which is considered to be a costlier
feature of OXCs [3].

We consider the optical backbone network based on a
wavelength-routed mesh topology, in which the nodes do
not possess the wavelength conversion capability. To re-
move any blocking due to the wavelength continuity con-
straint in such a network, we have proposed wavelength
reassignment techniques. When the new call gets blocked
due to wcc, the wavelength reassignment moves some of
the already established calls in the network, so as to cre-
ate a wavelength-continuous route to accommodate the
new call. Here, while wavelength reassignment is carried
out, the routes for the already established call remains the
same i.e. no rerouting is done. Fig. 1. gives an example
of the reassignment technique. Let there be three nodes
n1, n2 and n3 connected with three wavelengths w1, w2

and w3 per link. Figure 1(a) gives the current network
status, in which, call A between n1 and n2 occupying w1,
B between n1 and n3 occupying w2 and C between n2 and
n3 occupying w3. A new call arrival, N between n1 and
n3 is blocked due to wcc. If there exists wavelength con-
version, then N can be established in w3 in link 1 and w1

in link 2. Since there is no conversion, reassign the wave-
length for call C from w3 to w1. By doing this, w3 is free
on both links 1 and 2, on which N can be established as
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Fig. 1. Example for Reassignment technique

shown in Fig. 1(b). Thus by wavelength reassignment,
the blocked call due to wcc can be established in the no
conversion network.

We consider the dynamic version of the circuit
switched model, where session requests arrive to the net-
work, based on some stochastic arrival process. Once a
connection request arrives between a pair of nodes, the
network manager (centralised system), runs the routing
and wavelength assignment (RWA) algorithm to establish
the lightpath for the connection request. The basic RWA
algorithm is, for routing, we use the shortest path find-
ing algorithm such as Dijkstra’s algorithm and for wave-
length assignment, the First Fit algorithm which has the
lowest computational complexity is used [5], [6]. If the
lightpath cannot be established due to wcc, the manager
runs the proposed reassignment algorithm to accomodate
the call in the network. If the lightpath cannot be estab-
lished, the call is blocked and is dropped from the net-
work. The reassignment can be activated at a time when
the carried traffic is very low (generally late in the night).
Care has to be taken so as not to disrupt traffic during the
reassignment time.

Simulation based analyses are used to study the im-
provement in the blocking performance, for the proposed
reassignment algorithms. We are particularly interested
to know whether one can achieve performance close to
that of the full wavelength conversion (optimal) using
the reassignment algorithms in no wavelength conversion
networks. The simulation results on some standard back-
bone networks show that, when the call blocking occurs,

by employing the proposed reassignment algorithms, per-
formance almost equivalent to full wavelength conver-
sion can be achieved.

2. Critical links of the Optimal Optical
network

Uniform traffic distribution (UTD) is used, where there is
a call from every node to every node of the network and
all these calls are equally likely. Fixed shortest path rout-
ing is used to find the path between the source destination
pair. In a N node network, for UTD, the number of routes
are, R = (N × (N − 1)). The number of routes which
uses a particular link i, gives the frequency of usage of
the link i which is Fi. The carried traffic on link i is de-
pendent on the frequency of link usage Fi. For UTD, the
total load on the network, Lnetwork is equally distributed
on all the routes. Therefore the load on each of the route
is given by,

Lroute =
Lnetwork

R
(1)

The carried traffic or offered load on the link i which has
a frequency of usage Fi is

Ai = Lroute × Fi (2)

The link which has the highest frequency of usage, Fmax,
has the maximum carried traffic which is

Amax = Lroute × Fmax (3)

Thus for an offered load on the network, the link with
the highest frequency of usage Fmax, carries the highest
traffic Amax and gets congested first than any other link
in the network. Hence this link is the most congested
link or the critical link of the network for the UTD. If
we consider the congestion level of this most congested
link as 1 (100%), then the congestion level of other links
in the network can be obtained by normalising their link
frequency by Fmax. Thus, the congestion level of any
link i in the network is given by Fi

Fmax

.
For the optimal networks, the route of the blocked

call will involve the capacity exhaustion of atleast one of
the critical or near-critical links in the network. The net-
work without wavelength conversion, has blocking due
to the capacity exhaustion of the critical links as well as
due to wcc. Hence the blocking probability is high com-
pared to that of the optimal network. The route which get
blocked due to wcc may not involve the critical links. By
using our proposed wavelength reassignment algorithms,
we try to remove any call blocking which occurs due to
wcc in the no conversion networks.

3. Proposed Reassignment Algorithms
The wavelength reassignment problem is an NP complete
problem. Hence, we have proposed an heuristic wave-



length reassignment algorithms namely, MOLC - Mini-
mum Overlap to Least congested wavelength. Before get-
ting into the details of these algorithms, let us define some
of the parameters which are used in these algorithms.

3.1. Some parameter definitions

1. Wavelength Congestion, of Cwi
is the number of

links which uses the wavelength wi. If Cwi
= 0,

means the wavelength wi is not used in any of the
links in the network or it is the least congested
wavelength (LC) in the network. If Cwi

= L, means
wi is used in all the links of the network. This is
the most congested wavelength.

2. Overlap Degree, Owi
: This gives an overlap count

for a wavelength wi, which is the number of links
out of the total links required for the new blocked
call, that are occupied by the already established
calls, in that particular wavelength. Higher is
the overlap, then higher is the Owi

. The wave-
length with minimum overlap is called the mini-
mum overlapping wavelength (MO).

3.2. MOLC - Minimum Overlap to Least Congested
wavelength

In this technique, when the call gets blocked, the network
manager reassigns the calls from the minimum overlap-
ping wavelength to the least congested wavelength. Once
all the links required for the blocked call are freed, es-
tablish the call in the freed wavelength. A pseudocode
description of the algorithm is given below.
When the new call request gets blocked,

1. Get the link required for the blocked call

2. Calculate Cwi
and Owi

for each of the wavelengths
wi, where i = 1, 2...w

3. Sort the wavelengths in the ascending order of its
overlap degree (Owi

) and congestion (Cwi
), form-

ing the Overlap array and Usage array.

4. For each entry of the Overlap array starting from
the first, do

For each entry of the Usage array starting
from the first, do

Reassign the already established calls that
are occupying the link required from the
MO wavelength to the LC wavelength.

If all the links required are freed in the
reassignment process, then

Establish the blocked call in the freed
wavelength. Break from the loop

end
end

end

5. If the call is not established in step 5 then
Drop the call

end

6. Go back to basic RWA for the next call request.

The effect of MO and LC are more evident, when
the number of wavelengths (w) and the number of links
(L) in the network are large i.e. for large network with
higher capacity. Choosing the minimum overlapping
wavelength first, from which reassignment is to be done,
ensures, smaller number of calls to be reassigned. The
chance of finding free links in the least congested wave-
length is high, hence the already established calls are re-
assigned from MO to LC wavelengths.

4. Performance Analysis
We now analyse the performance of the reassignment
techniques on some standard backbone networks, such as
NSFNET (Fig. 2), INDIANET (Fig. 5) and ARPANET
(Fig. 6). The dynamic traffic model is considered where
arrivals are Poisson and holding times are exponentially
distributed with a mean of h. Uniform traffic distribution
(UTD) is assumed, where there is a call from every node
to every other node and all these calls are equally likely.
The GNU Scientific Library [7] is used for the dynamic
traffic generation. The number of wavelengths per link,
w=30. The metric used for performance analysis are.

1. G, the percentage gain in the load supported for
a particular value of blocking probability (Pb).
Load supported, by the no conversion network
is Lnoconv , by the conversion network is Lconv

and by the reassignment is Lreasssn. Gconv and
Greassn gives the percentage extra load that can be
supported by the conversion networks and by reas-
signment respectively, from that of the no conver-
sion networks. Thus

Gconv =
(Lconv − Lnoconv) × 100

Lnoconv

(4)

Greassn =
(Lreassn − Lnoconv) × 100

Lnoconv

(5)

2. The deviation in the performance of the reassign-
ment algorithm from the optimal performance. The
deviation in terms of load, DevL is given by

DevL =
(Lconv − Lreassn)

Lconv

(6)

3. Average number of reassigned calls per reassign-
ment process, is the average number of calls that
need to be reassigned in the wavelength reassign-
ment algorithm, in order to establish a blocked call
in the network. This gives the disturbance caused
in the network by the reassignment process.



For simulation, the values are averaged over 100
batches for each load. We present the times taken
for computation on the different test networks, for a
Pbreassn value of around 0.01 in table I. Note the com-
putation times are on the order of seconds.

Table 1: Times for computation on different networks

Networks MOLC
Time (secs)

NSFNET 2.64

INDIANET 3.68

ARPANET 5.3

Let us consider the 14 node, 21 link NSFNET for
our analysis. For UTD using fixed routing, link 13, 15, 8
and 11 are the critical links whose congestion levels are
greater than 0.9 and is marked in Fig. 2. The route of any
blocked call in the NSFNET optimal network, will in-
volve the capacity exhaustion of atleast one of these four
critical links. By wavelength reassignment algorithm, we
try to remove any call blocking due to wcc and would
like to ensure only capacity exhaustion blocking of the
critical links. Fig. 3 gives Pb Vs Load per node. For
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Fig. 2. 14 node, 21 link NSFNET network with the
critical links marked

Pb=0.01, Lnoconv = 8.9285 Erlangs/node, Lconv = 9.775
Erlangs/node, LMOLC=9.762 Erlangs/node, the gain in
the load for the conversion (optimal) network is around
Gconv = 9.48% and for reassignment is around Greassn

= 9.36% from the no conversion network. The deviation
in load for the reassignment algorithm from the optimal
performance, DevL = 0.0010. Thus the gain in the load
attained by using the reassignment algorithm in the no
conversion network is almost equivalent to the conversion
network with a very negligible deviation. Fig. 4 plots the
average number of reassigned calls per reassignment pro-
cess across different loads for the NSFNET. For the en-
tire range of the load considered for the experiment, the
number of calls reassigned in MOLC is less than 2. Thus
MOLC technique gives a performance almost equivalent
to the optimal causing very less disturbance in the net-
work.
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Fig. 3. Blocking Probability Vs Load per node for
NSFNET network
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Fig. 4. Average number of calls reassigned per
reassignment versus load per node for NSFNET

We would like to introduce the large data network,
which is emerging in India, 20 node, 33 link INDIANET
[8]. Link 10 is the critical link. From Fig. 6 which plots
Pb Vs load per node, for a Pb=0.01, the gain in load sup-
ported by reassignment is around 7% from no conversion
with a very small deviation of DevL=0.00028 from the
optimal.

Consider the 20 node, 32 link ARPANET. Fig. 7
plots Pb Vs load per node, the gain in load supported
for conversion is Gconv=11.658% and for reassignment
is Greassn= 9.08% from no conversion. There is a de-
viation of around 2.3% in the performance achieved by
reassignment from the optimal performance. In this test
network, ARPANET, the reassignment could not remove
all the blocking due to wcc. We are in the process of iden-
tifying features of the network, which prevents the reas-
signment to totally remove wcc blocking. We are also
examining how even in such networks one can get the
same performance as that in the wavelength conversion
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networks by appropriately modifying the routing and re-
assignment techniques.

5. Conclusion
In this paper, we have proposed an heuristic algorithm
for the wavelength reassignment problem, to improve the
call blocking probability in no wavelength conversion op-
tical networks. We have done the performance analy-
sis of the proposed algorithm, MOLC, on the standard
backbone networks. The simulation results on the net-
works NSFNET and INDIANET, show that by using the
reassignment techniques, the wcc blocking is almost re-
moved and blocking occurs only due to capacity exhaus-
tion of the critical links of the network, which is equiva-
lent to the optimal network performance (full wavelength
conversion). MOLC wavelength reassignment technique
also causes minimum disturbance in the network. In one
of the test networks (ARPANET), there is a slight devia-
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tion in the performance of the reassignment from the op-
timal performance. The detailed analysis on the features
of such networks is under study.
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