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I'll be discussing some basics of graph
algorithms over the course of 4 lectures

Algorithm A well defined computational
procedure that takes same values
as input and produces some

value or values as outfit

Could be decision problem does this

grahh have a triangle or function

computation given a graph color grable

using the smallest no of colors



lots of applications Grabbs can be used

tomodifferent kinds of relations
networks and it couldbe useful to
compute the parameters properties of
such graphs Is a seakh connected

Does a geath have a specific subgraph
Find a shortest path from X to Y

How do you measure the performance

of algorithms

An algorithm is a description

of a process

The most common resources of
computation are time and space
Time will vary with hardware
processor speed for instance and
with input size



W

Say we want to sort numbers

Machine Canexecute 10 inst see

Running algorithm that takes 2m inst

Machine 10 instructions second

Running a more efficient algorithm
that takes 50m login instructions

How long does eachmachine take
to sort n 10 numbers

Machine A
2 1105

1010 20000 see

5 hours roughly

Machine B 50 ttloy2I 1163 see

less than 20 min



Asymptoticotation 0 notation

Used to understand the rate of
growth of a function

Ignores constants and lower orderterms

We say f n is O g n if there
enist constants c no 0 such that

f n c g u u no

egen

WI

I
4 no

U

flu is O g n



We say f n is R g n if there
enist c no 0 such that

0 c g n flu nano

flu

Wcsa

I
n

n no

flu is R g n

We say flu 0 glu if there enist
Ci Ca No 0 such that

c g u flu ca g u n no



Cz g n

f u

cigan

unsound

I
0 Asymptotic tight bound

0 Asymptotic upper bound

1 Asymptotic lower bound

Little

We say flu gm if for any 170

there is no 0 such that

0 flu eglul n no

Another way to think is in terms of
limits flu becomes insignificant in



terms of glu as n 0

Is fulgin 0

Examples
1

01m

5n t loon 10 is 01m

AM
205014101m

0 100

is O non

m 3 is 0 3

n'logn u n loan
is O n logn

100 m logn 1000 m 10000 n logup

is O n logn



Lgn
v1.99

is O logn

E 01



Grably

Wehave G V E a graph where V
is the set of vertices and E is the
set of edges

Directed graph The edges are

directedand are ordered pairs
x y where x y EV

T

Undirected The edges are

unordered pries x y where x y EV

Ty
The abblication will dictate whetherthe

graph is directed or undirected



How do we represent gables

Adjacington 2ft

5

IfWe have an nxu

matrix where n IV1 6

The i j
ᵗʰ
entry is 1 i j EE

Else the infantry is 0 there is an

2 3 4 5 6 edge from itoj
1 0 1 I 0 0 0

2 1 0 1 1 0 0

A

5

6
0 0 0 0 1 0

Adj matria needs O n space

But we can immediately say if
i j is an edge Done in 0 1 time

constant



The matrix A is symmetric if and
only if the graph is undirected

2

What is the 174

adjacency matrix

xffof this directed
graph

6

0 1 1 0 0 0

0 0 1 1 0 0

A

00000010000100010000000101

si
ᵗʰ
entry is 1 if there is

an edge from vertexi to vertex j



Adjoinylist
This is a different way 546to represent a geath I

15Here we have n IV

linked lists one for each 6

vertex Each one contains the list of
ont neighbors of a vertex

1 will

E
D Max no of

edges in
annvested4

geath 1

I 11
This takes 0 EI space In an undirected

graph each edge affears two times

But checking if i j is an edge may
not be immediate It can take 0 IVI time



What is the 546adjacency list

of this directed 95
graph

6

B

2
I

g B
T

whicha tationibett.es

Adjacencymatrixtakes 0 IVI 0 n

space But can immediately check
adjacency I

0 1 time



Adjacency list takes only 0 EI space

but can take up to 0 IVI time to
check adjacencies

If IEI is O IVR then adjacency
matrix may be better as adj list also
takes 0 IE1 0 IVI space

If we have a sparse graft i e

where 0 IE1 0 IVI or 0 IV logV1

something smaller than 0 IVR

then it may help to use adj list



GrabhExplocation

We first consider are of the simplest
questions one can ask about a graph
Q If we start from a vertex SEV
which other notices are reachable

Subhose you are in a maze how can

you find whichare the reachablevertices

Rope and Chalk
0

to return to startingpoint
Mouse

to mask visited nodes

Can we do the same with a computer



Start

1

GH
L

I
Depth
First I
Search
DFS

Tree edges
Back edges

i



DepthFiestharch DFS

we'll later see BreadthFirstSearch

DESI

101
For all vev

visited Iv false

For all VEV

If visited v false Explore v

TowiDisconessallthevertices that are reachabl

Visited w True from W

Pre visit w
Outgoing edge

Thiswill For each edge w z GE
from w

bedefined If visited False Explore 2
basedon

Post visit wneed



To execute this we need an assay
visited

visited TFI.FI
and a representation of the graph



Explore w determines all the vertices reachable
from w that have not already been explored

Correctives We can prove the following

using induction on k

In Explore w all vertices that are

reachable in k steps from w get invited

Runningti analys.is

Initializing all vertices as not visited

O IVI

Inside explore w assume previsit tobe011
post visit

setting visited to True O I

Each edge x y inhischecked exactly turie



once during explore x and one

during explore y This takes 0 IE 1 time
over the course ofthe DFS

Assuming graph G is given in adj list
formatithistakesOCIVHIEIJtime

Why.is this
needed

If h is given as adj matrix
we will need 0 IV 2 time



One abblication Want to identify
which vertex belongs to which connected

component

I N

1
91

I

I

commtham
A B C D E F G H I J K L



We modify DFS as follows

DFSI
For all v EV

visited Iv false
Canum v Empty

cc 0

For all V E V

If visited v false
cc Cotl

Explore v

Explore
Visited w True
cc mum w cc

For each edge w z E

If visited 2 false Explore 2

The runningtime remains 0 IV IE



PreisitandPostwisitorderings

Initially we set a clock to one Then
we increment it when we begin exploring
a vertex and completing the exploration

Explore
Visited w True
Pee visit w Pre w clock clock clock 1
For each edge w 2 E E

If visited 2 false Explore z

Post visit w Postho clock clock clock 1

110
22 24

4,9 if23
Pre v Post v1

5.8 is or

I617
14

18,19

I
15,1611g



Oberation For any two u v EV

Pre u Post u and Pre v Post v

are either disjoint or one is contained
in the other

Subhose WLOG explore v is called after
explore u

Either explore v is called as a descendant

of explore u or after explore n is
completed and exited

In other words is w still in the recursion
stack while explore v is called

In the former case Pre v Post v will
be contained in Pre u Post w

In the latter case they will be disjoint



DESDectedhrafhs.in
undirected graphs we just had DFS

edges and back edges Here we will have
other type of edges

I Yo

000
4,7

Tyetteredgy
Forward edges Ancestor
to non child descendant

Backedges Descendant Treeedges
toancestor Otheredges

Grossedges To neither
descendant not ancestor

A



Question Is there an ordering of the
vertices of this graph so that
all the edges go from left to
right Such an ordering is called

topological sort

No It is not possible forthis graph
since it contains a cycle So we will
need some edge that goes from right
to left

What if a given geath G does not

have a uple

Does G necessarily have a

topological cost



How can we identify the edge types

For edge u v it is a forward edge
or tree date if
pre u pre v post v post u

v is in u's subtree

Edge Iv is a back edge if

pre v pre u post u post v

u is in v's subtree

Edge Iv is a cross edge if

pre v post v pre u post u

DFS units from v before it explores u



Property A directed graph G has a cycle
if and only if DFS tree has a
back edge

Proof F Suppose DFS tree has a back

edge UN Then u is a descendant

of v in the tree The path from v to u

along with edge niv forms a cycle

Suppose G has a cycle C Suffose
v is the first neater in C to be explored

by the DFS So all the other vertices in C
are descendants of v in the BFS tree

Suffose w is the vertex in C that precedes
in the cycle Thenthe edge u v is
a back edge in the
DFS tree



Want to determine if a given directed
graph has a cycle What is a property
that we can use

Clue look at the post numbers

Property If up is a tree edge forwardedge
or cross edge then post v post u

If up is a back edge then post u post Iv



To check if the directed graph has a

cycle we can just check if there is an

edge U V with post u post v

topological
Given a DAG Directed Acyclic Graph we

want to order the vertices such that all the
edges are from a vertex earlier in the ordering
to a vester ate in the ordering

HOW CAN WE DO THIS



I
3 1314

1
no backedges

in DAG
g

we
already

saw that for all edges up
in a post v post u

So we can sort in the descending order of
post numbers



Note This need not be unique There
may

be other such orderings

Stronglyantdomponents

How can we generalize connected components

for directed graphs It is not as easy or
straightforward as undirected grafts

We say a set S EV is stronglyconnected
if for any u v ES there is a directed

path from a to v AND there is a directed
path from v to u

Using this we can partitionV into SCC's

strongly com components

Property Every directed graph is a DAG

of its strongly connected components

I



1,24 2,23 3,18
WHY

4,17

19,20

x

I 6,15

9,12 8M
7 14

Mahomioningedges

B

Mantic

Meta Graph Sinks no outgoing
edges



maximal
This meta graph consisting of SCC's

as vertices and with an edge from
Scc C to SCC Cj if and only if

thereexists a e Ci and ve Cj such

that u v e E a This meta graft
is necessarily acyclic

Question Can we recover the above structure
efficiently

This is possible using DFS

in O IV HEI
time

Q What is a way to get one complete
SCC



Answers If we start explore from a vertex u
in a sink SCC then we will terminate once

we explore the entire SCC which contains u

But How do we get such a vertex u

in a sink SCC

Property 1 In an entire DFS of a directed

graph G the western that receives

the highest post number must
be in a source SCC

d



00
The above is a consequence of the following

Properly If C and C are SCC's of a

directed graph G and if there is an

edge from C to C then the highest
post number of C is greater than the
highest post number of C

gl
Proof There are two cases

DFS visits C before C In this case
DFS will explore C and complete C

before coming back and exiting from
C So the first node visited in C

will have a higher post number than
all of C



DFS visits C before C In this case

DFS explores C fully and exits before
discovering C So all vertices in C
will have higher pre and post numbers
as compared to C

How do we use this

Property 1 helps us recover a vested w
in a source SCC But we need a vertex
in a sink



Kenessegraph

The solution is to run DFS on the renesse

graph GR which is the same as G but
with all the edges renessed

QQ IT

G GR

S Source S Sink
R U are sinks R U Source

Question How can we construct GR in
IVI IEI time

Exercise



AlgorithmforSC
Can be done

in

1 Run DFS M GR

2

0dttvetpv
idgeÉ

pmhg
ing

3 Run DFS on G where we usethe
order of thevertices obtained in step 2

The connected components algorithm
afflied on this ordering will yield
theSCC's

2XDFS OLIVI HEI
time
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