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Theorem (Spectral theorem for real symmetric matrices)

Any real symmetric matrix is orthogonally similar to a diagonal matrix.

Theorem

If ω1, . . . ,ωk are the distinct eigenvalues of an n → n real symmetric
matrix, then the minimal polynomial of is given by (x ↑ ω1) . . . (x ↑ ωk ).

Theorem

If ω1, . . . ,ωn are the eigenvalues of A, then ωk
1
, . . . ,ωk

n are the
eigenvalues of Ak .

2/17







Positive Semidefinite Matrices(PSD)

A symmetric matrix A ↓ Rn→n is positive semidefinite(PSD) if xT Ax ↔ 0

for every x ↓ Rn.

Theorem

TFAE for A ↓ Rn→n:
1 A is PSD.
2 All the eigenvalues of A are nonnegative,
3 There exists an n → k real matrix B such that A = BBT ,
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Cone of positive semidefinite matrices

Let Sn denote the subspace of symmetric matrices in Rn→n.The set of

positive semidefinite matrices in Sn will be denoted by PSDn. PSDn is

a convex cone.
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Rayleigh ratio:

R(A)(x) =
xT Ax
xT x

, x ↓ Rn, x ↗= 0.

Theorem (Rayleigh-Ritz)

If A is a symmetric n → n matrix with eigenvalues ω1 ↔ ω2 ↔ . . . ↔ ωn
and if {u1, u2, . . . ,un} is any orthonormal basis of eigenvectors of A,
where ui is a unit eigenvector associated with ωi , then

maxx ↑=0

xT Ax
xT x

= ω1

with the maximum attained for x = u1, and

minx ↑=0

xT Ax
xT x

= ωn

with the maximum attained for x = un.
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Theorem

If A is a symmetric n → n matrix with eigenvalues ω1 ↔ ω2 ↔ . . . ↔ ωn
and if {u1, u2, . . . ,un} is any orthonormal basis of eigenvectors of A,
where ui is a unit eigenvector associated with ωi , then

max
x↓span{u1,...,uk→1}

xT Ax
xT x

= ωk

with the maximum attained for x = uk , and

min
x↓span{uk+1,...,un}

xT Ax
xT x

= ωk

with the minimum attained for x = uk .
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Theorem (Courant-Fischer)
Let A be a symmetric n → n matrix with eigenvalues ω1 ↘ ω2 ↘ . . . ↘ ωn
and let (u1, u2, . . . ,un) be any orthonormal basis of eigenvectors of A,
where ui is a unit eigenvector associated with ωi . If Vk denotes the set
of subspaces of Rn of dimension k, then

ωk = maxW↔Vn→k+1
minx↔W ,x ↑=0

xT Ax
xT x

,

ωk = minW↔Vkmaxx↔W ,x ↑=0

xT Ax
xT x

.
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Perron-Frobenius : Graph version

Theorem

Let G be a connected graph adjacency matrix A. Let ω1 ↔ · · · ↔ ωn be
the eigenvalues with the corresponding the eigenvectors x1, . . . , xn,
respectively. Then,

1 ω1 ↔ ↑ωn.
2 ω1 > ω2.
3 There exists a positive eigenvector x1.
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Spectrum and bipartiteness

Theorem

Let G be a bipartite graph. Then ω is an eigenvalue of A(G) if and only
if ↑ω is an eigenvalue of A(G). Further, if G is connected and
ω1 = ↑ωn, then G is bipartite.
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Interlacing inequalities

Theorem (Cauchy interlacing theorem)

Let A be a symmetric n → n matrix and let B be a principal submatrix of
A of order n ↑ 1. If ω1,ω2, . . . ,ωn and µ1, µ2, . . . , µn↗1 are the
eigenvalues of A and B, respectively, then

ω1 ↘ µ1 ↘ ω2 ↘ µ2 · · · ↘ µn↗1 ↘ ωn

Theorem

Let A and B be symmetric n → n matrices such that B = A + xxT . If
ω1,ω2, . . . ,ωn and µ1, µ2, . . . , µn are the eigenvalues of A and B,
respectively, then

ω1 ↘ µ1 ↘ ω2 ↘ µ2 · · · ↘ ωn ↘ µn
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Interlacing inequalities

Theorem (Poincaré separation theorem)

Let A be an n → n matrix partitioned as

A =

[
B C

CT D

]

such that B and D are square matrices order m and n ↑ m,
respectively. If ω1,ω2, . . . ,ωn and µ1, µ2, . . . , µm are the eigenvalues of
A and B, respectively, then ωi ↘ µi ↘ ωn↗m+i for i = 1, . . . ,m
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Wilf’s theorem

Theorem

ε(G) ↘ 1 + ω1(G), where ε(G) is the chromatic number of G.
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Proof of Wilf’s theorem
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Block matrices

Lemma

If B and C are symmetric n → n matrices, then

ω1(B + C) ↘ ω1(B) + ω1(C)

Lemma

Let B be an n → n positive semidefinite matrix and suppose B is
partitioned as

B =

[
B11 B12

B21 B22

]

where B11 is p → p. Then ω1(B) ↘ ω1(B11) + ω1(B22).
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Block matrices - contd.

Lemma

Let B be an n → n symmetric matrix and suppose B is partitioned as

B =

[
B11 B12

B21 B22

]

where B11 is p → p. Then ω1(B) + ωn(B) ↘ ω1(B11) + ω1(B22).

Lemma

Let B be a symmetric matrix partitioned as

B =





0 B12 . . . B1k
B21 0 . . . B2k

...
... . . . ...

Bk1 Bk2 . . . 0





Then ω1(B) + (k ↑ 1)ωn(B) ↘ 0.
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Hoffman’s bound

Theorem (Hoffman’s bound)

ε(G) ↔ 1 ↑ ω1

ωn
.
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3 Drago! Cvetković, Peter Rowlinson and Slobodan Simić , An
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