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@ By PT we denote the transpose of the matrix P and by X¢ we denote the comple-
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@ The spectrum of the matrix A is denoted by Spec(A). Jmxn is the all ones matrix
of order m x n.
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@ We consider a square matrix A whose rows and columns are indexed by ele-
ments of X = {1,2,--- ,n}. Let m = {Xj, Xz, - - , Xm} be a partition of X.

@ The characteristic matrix C = (cj) of m is an n x m order matrix such that ¢; = 1
if i € X; and 0 otherwise.
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A A A

@ We partition the matrix A according to 7 as 21 2 2m , Where
Am1 Am2 co o Amm

Aj=A[X;: X]andi,j=1,2,--- ,m.

@ If gy denotes the average row sum of Aj; then the matrix Q = (gj) is called a quo-
tient matrix of A. If the row sum of each block Aj is a constant then the partition =
is called equitable.

(]
2 -2 1 1 0 1]
-1 2 A 1 1 2
-1 0 3 1 2 1
A=
1 -1 1 -1 A
0 0 0 -1
L -2 -2 3 |




An example of equitable partition and quotient matrix

@ LetX = {1,2,---,6} and 7w = {Xj, X2, X3} be a partition of X, where X; =
{1}, X2 = {2,3} and X; = {4,5,6}.

@ We consider the following matrix A whose rows and columns are indexed by ele-

ments of X.
[ 2 2 1 101 |
—1 2 1 11 2
—1 0 3 1 2 1
A=
1 -1 1 -1 A
0 0 0 2 1
L -2 2 -2 0 3 ]
@ Here the matrix A is partitioned according to 7. Then the quotient matrix is given
by
2 -1 2
Q=|-1 3 4
2 0o 1

@ Here the partition 7 is equitable partition for the matrix A.
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Stochastic matrix:

A square matrix whose entries are nonnegative and for which each row sum equals to
one is known as a stochastic matrix. Therefore stochastic matrices can be considered
to have an equitable partition with one partition set and by previous theorem 1 is the
spectral radius of a stochastic matrix.



Main results

Let A be a square matrix having an equitable partition. Then the theorem below finds
some matrices whose eigenvalues are the eigenvalues of A other than the eigenvalues
of the quotient matrix Q.

Let Q be a quotient matrix of any square matrix A corresponding to an equitable par-
titionm = {X1,Xa,--- , Xk}. Also let C be the characteristic matrix of = and o be an
index set which contains exactly one element from each X;, i = 1,2,--- k. Then
the spectrum of A is equal to the union of spectrum of Q and spectrum of Q*, where
Q* = Ala®] — Claf ]A[a : af].




An example

We consider the partition 7 = {Xj, Xo} for the matrix S, where X; = {1,2} and
Xo = {3,4,5} :

0.21 0.32
0.23 0.3

0.12 0 0.35

0.17 0.2 0.1

S=1 01 0.2 0.21 0.2 0.24
0.3 005 | 0.3 0.3 0
0.17 0.18 | 0.15 0.2 0.3

Then 7 is also an equitable partition for the matrix S. For this = corresponding quotient
matrix is

0.53  0.47
Q=
0.35 0.65

and we have | X;||Xz| = 6 choice of « as in Theorem

3. For each « corresponding Q*
are as follows:
—0.02 0.2 —0.25 —0.02 0.05 —0.25
a={1,8},Q =| —015 015 —0.24 |,a={1,4},Q} = 0.15 —0.09  0.24 )
—0.02 0. 0.06 0.13 —0.15 0.3

—0.02  0.05 0.2

—0.02 —0.2  0.25
a={1,5},Q@5=| 002 006 0 |,a={23},Q% 0.15  0.15  —0.24
—0.13  0.15  0.15 0.02 0. 0.06
—0.02 —0.05 0.25 —0.02 —0.05 —0.2
a=1{2,4},Q% =| —0.15 —0.09 024 |,a=1{2,5},Q% —0.02 0.06 0.
—0.13  —0.15 0.3

0.13 0.15 0.15



One more observation

@ We consider the following matrix

2 -2 -2 11 1
—1 2 1 | 15 1 2
Al | -1 2 15 2 1
11 11 1
11 0 2 1
i 1 1 2 01 |
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@ One may expect that the matrices P and Q have different eigenvalues. But ob-
serve that P and Q have same eigenvalues. Then the question is whether this
situation holds for all such P and Q or not. This is answered in the next result.



One more observation

@ We consider the following matrix

2 -2 -2 1 1 1
—1 2 1 15 1 2
Al —1 -1 2 15 2 1
1 1 11 1
1 1 0 2 1
L 1 1 2 0 1 |

@ Then the quotient matrices corresponding to the rows and columns are given by

2 -4 3 2 -2 1
Q= |-1 1 45|andP=|—-2 1 3| respectively.
2 2 3 6 3 3

@ One may expect that the matrices P and Q have different eigenvalues. But ob-
serve that P and Q have same eigenvalues. Then the question is whether this
situation holds for all such P and Q or not. This is answered in the next result.

Theorem 4

Let Q and P be quotient matrices for rows and columns of any square matrix A corre-
sponding to the equitable partition = = {X1, Xo,--- , Xk}. Then P and Q have same
eigenvalues.




Gersgorin discs theorem

Theorem 5 (Gersgorin[5])
Let A = [aj] € Mp and consider the n Gersgorin discs

{zeC:|z—a;| <) lgl}, i=1,2,...,n.
J#i
Then the eigenvalues of A are in the union of Gersgorin discs

GA) = | J{zeC:lz—ai| <D _lal}-

i=1 A

~ 0O

Figure: Gersgorin discs for any square matrix




Eigenvalue localization theorem for matrices having an equatable partition

For the matrix A = [a;] € Mp, we hereby denote as G(A) the intersection of two
regions as follows:

G(A) = (U{Z €EC:|z—g; < Z|aij}> N (U{Z €EC:|z—a < Z|aji}) -
i=1 i=1

#i i

Theorem 6

Let Q be a quotient matrix of any square matrix A corresponding to an equitable
partitiont = {X1,Xo,---, Xk}. Also let C be the characteristic matrix of = and

Z = {a : « contains exactly one element from each X;, i =1,2,--- ,k}. Let G(A) be
the region defined as in (1). Then the eigenvalues of A lie in

[ﬂ G(Qa)

o€

| Spec (Q), where Qo = Ala°] — Cla® :JA[a : a°).




Eigenvalue localization for stochastic matrices

Here we state some of the earlier results for eigenvalue localization for stochastic
matrices

Theorem 7 (Cvetkovi¢ et al., 2011)

Let S = (sj) be a stochastic matrix, and let s; be the minimal element among the off-
diagonal entries of the ith column of S. Taking v = max;cy(Si — Si), forany A €
a(S)\ {1}, we have

A =] <1 —trace(S) + (n—1)7.

y

Theorem 8 (Li and Li, 2014 )

Let S = (sj) be a stochastic matrix, and let S; = max;; sji. Taking v’ = max;c(n(S; —
sji), forany X € o(S) \ {1}, we have

A ++/| < trace(S) + (n— 1)y — 1.

<

Theorem 9 (Banerjee and Mehatari, 2016)

Let S be a stochastic matrix of order n. Then the eigenvalues of S lie in the region

n
|:m GS(,') U {1}:| , where Gs(,') = U{Z €C:|z— sk + sik| < Z |Skj — Sii|}'
i=1 Keti ik




Our results on eigenvalue localization for stochastic matrices
Theorem 10

Let S be a stochastic matrix of order n. Then the eigenvalues of S lie in the region

{ﬁ Giu {1}] , Wwhere
i=1

Gi= (U{Z €EC:|z—sp+skl <D Isk— Sij|}> N

ki 2k

k#i £k

(U{Z €C:|z— s+ Skl < Isk — Sik|}> .

4

Corollary 11

Let S be a stochastic matrix of order n and p € [0, 1]. Then the eigenvalues of S lie in
the region

{rn] O,U{1}} , where

i=1

k#i 7k 7k

T~ . G

O = (U{z €C:|z— s+ skl <O Isk — si)PO_ Isik — Sik|)1_p}> .




Eigenvalue localization comparison with the existing results

In the following we give an example of a stochastic matrix for which this fact has been
described graphically. We consider the following stochastic matrix:
0.21 0.32 0.12 0 0.35
023 03 0.17 0.2 0.1
S=] 015 02 021 02 024
03 005 03 03 0
0.177 0.18 0.15 02 03

The eigenvalues of S other than one are 0.18, 0.0878717, 0.0510641 + 0.134975i
and 0.0510641 — 0.134975/ which are plotted in figure (a).

Note that the above stochastic matrix has two quotient matrix corresponding to two
0.53 0.47 }

different equitable partitions as follows: Q = [1] and Q' =
0.35 0.65



Eigenvalue localization comparison with the existing results

| | [ |
T i | /
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Problem to think

@ We notice that in case of distance regular graph [3], the equitable partition con-
cept has been used to find the eigenvalues of adjacency [3] and distance [2] ma-
trices. In each case some quotient matrix corresponding to an equitable partition
contain all the distinct eigenvalues of the corresponding adjacency and distance
matrices.
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Problem to think

@ We notice that in case of distance regular graph [3], the equitable partition con-
cept has been used to find the eigenvalues of adjacency [3] and distance [2] ma-
trices. In each case some quotient matrix corresponding to an equitable partition
contain all the distinct eigenvalues of the corresponding adjacency and distance
matrices.

@ Again consider the following matrix:

1 2
Again Q; = [3]and Q; = ;o are quotient matrices of J corresponding

to two different equitable partitions. One can observe that Q. contains all the
distinct eigenvalues of J where as Q; does not.

@ Thus it is an interesting problem to find the condition when a quotient matrix con-
tains all the distinct eigenvalues of the original matrix. Formally, we impose the
following problem:

Problem 12

Let Q be a quotient matrix of a matrix A corresponding to an equitable partition. Then
what is the necessary and sufficient condition on Q to contain all the distinct eigenval-
ues of A ?
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