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## Definition

Let $V$ be vector space over a field $\mathbb{F}(\mathbb{R}$ or $\mathbb{C})$. A function $\|\cdot\|: V \longrightarrow[0, \infty)$ is called a norm on $V$ if it satisfies the following conditions:
(i) $\|\lambda x\|=|\lambda|\|x\|$ forall $\lambda \in \mathbb{F}$ and $x \in V$,
(ii) $\|x\|=0$ if and only if $x=0$,
(iii) $\|x+y\| \leq\|x\|+\|y\|$ for all $x, y \in V$.

## Example

- $V=\mathbb{R}^{n}$, for $1 \leq p<\infty,\|x\|_{p}=\left\{\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right\}^{\frac{1}{p}}$.
- $V=\mathbb{R}^{n},\|x\|_{\infty}=\max _{1 \leq i \leq n}\left|x_{i}\right|$.
- $V=\mathbb{R}^{n}$ and $A$ be an $n \times n$ positive definite matrix, $\|x\|_{A}=\sqrt{\langle\boldsymbol{A x}, x\rangle_{2}}$ (Exercise)
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- $\|x\|_{2} \leq\|x\|_{1} \leq \sqrt{n}\|x\|_{2}$.
- $\|x\|_{\infty} \leq\|x\|_{2} \leq \sqrt{n}\|x\|_{\infty}$.

Theorem

$$
\lim _{p \rightarrow \infty}\|x\|_{p}=\|x\|_{\infty}
$$

## Matrix norms
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## Definition (Matrix norms)

A matrix norm is a mapping $\|\cdot\|: \mathbb{R}^{n \times n} \longrightarrow[0, \infty)$ which satisfies the following:
(i) $\|\cdot\|$ is a norm, and
(ii) $\|A B\| \leq\|A\|\|B\|$ for all $A, B \in \mathbb{R}^{n \times n}$.

Note: $\|I\| \geq 1$. If $A$ is invertible, then $1 \leq\left\|A A^{-1}\right\| \leq\|A\|\left\|A^{-1}\right\|$.

## Example

- $\|A\|_{F}=\left(\sum_{i=1}^{n} \sum_{j=1}^{n}\left|a_{i j}\right|^{2}\right)^{\frac{1}{2}}, A \in \mathbb{R}^{n \times n}$ is a norm on $\mathbb{R}^{n \times n}$. [Frobenius norm]
- NOT all norms on $\mathbb{R}^{n \times n}$ are matrix norms. For,

$$
\|A\|_{\infty}=\max _{1 \leq i, j \leq n}\left|a_{i j}\right|
$$

is a norm, but not a matrix norm.
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## Theorem
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## Remark
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## Definition (Matrix p-norms)

For $1 \leq p \leq \infty$, the norm on $\mathbb{R}^{n \times n}$ by the $p$-norm on $\mathbb{R}^{n}$ is called the matrix $p$-norm.

$$
\|A\|_{p}=\max _{x \neq 0} \frac{\|A X\|_{p}}{\|x\|_{p}}=\max _{\|x\|_{p}=1}\|A x\|_{p}
$$

Computing $p$-norms are hard.

## Theorem

- $\|A\|_{1}=\max _{1 \leq I \leq n} \sum_{i=1}^{n}\left|a_{i j}.\right|$ [Column sum norm]
- $\|A\|_{\infty}=\max _{1 \leq i \leq n} \sum_{i=1}^{n}\left|a_{i j}\right| \cdot[$ Row sum norm]
- $\|A\|_{2}=\left[\lambda_{\max }\left(A^{T} A\right)\right]^{\frac{1}{2}}$, where $\lambda_{\max }\left(A^{T} A\right)$ is the largest eigenvalue of $A^{\top} A$. [Spectral norm]
- $\|A\|_{F}=\left[\operatorname{Trace}\left(A^{T} A\right)\right]^{\frac{1}{2}}$, where $\operatorname{Trace}\left(A^{T} A\right)$ is the trace of the matrix $A^{T} A$.
- $\|A\|_{2} \leq\|A\|_{F} \leq \sqrt{n}\|A\|_{2}$.
- If $A$ is symmetric positive semidefinite such that $A=C^{\top} C$, then $\|A\|_{2}=\|C\|_{2}^{2}$.

We will prove some more interesting properties of norms after doing SVD!

## Theorem

Let $A \in \mathbb{R}^{n \times n}$ be a symmetric matrix. Then

$$
\|A\|_{2}=\max _{\|x\|=1}|\langle A x, x\rangle| .
$$

Theorem
Let $A \in \mathbb{R}^{n \times n}$ be a symmetric positive semidefinite matrix. Then,

$$
\lambda_{\max }(A)=\max _{\|x\|=1}\langle A x, x\rangle,
$$

and

$$
\lambda_{\text {min }}(A)=\min _{\|x\|=1}\langle A x, x\rangle .
$$

