Hybrid deep neural network model for human action recognition
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ABSTRACT

In this paper, we propose a hybrid deep neural network model for recognizing human actions in videos. A hybrid deep neural network model is designed by the fusion of homogeneous convolutional neural network (CNN) classifiers. The ensemble of classifiers is built by diversifying the input features and varying the initialization of the weights of the neural network. The convolutional neural network classifiers are trained to output a value of one, for the predicted class and a zero, for all the other classes. The outputs of the trained classifiers are considered as confidence value for prediction so that the predicted class will have a confidence value of approximately 1 and the rest of the classes will have a confidence value of approximately 0. The fusion function is computed as the maximum value of the outputs across all classifiers, to pick the correct class label during fusion. The effectiveness of the proposed approach is demonstrated on UCF50 dataset resulting in a high recognition accuracy of 99.68%.
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1. Introduction

The famous ‘no free lunch’ theorem [1] proposed by Wolpert suggests that there is no single computational view that solves all pattern recognition tasks. This lead to an increased interest in combining several classifier systems that perform information fusion of classification decisions thereby over-coming the limitations of using a single classifier. Several techniques like hybrid intelligent systems, multi-classifier systems, information fusion were proposed in the literature for classification employing several computational views. While information fusion techniques combine information from different sources to recognize a new view for better classification, multi-classifier systems focus on combining different classifier models for effective classification. Hybrid intelligent systems employs intelligent techniques in various computational phases from data normalization to final decision making to obtain a blend of heterogeneous fundamental views for effective classification.

A true function that cannot be modeled by a single hypothesis can now be modeled as a combination of hypotheses. One of the advantage of using a hybrid intelligent systems is its ability to handle the two extreme cases in availability of training data. The scenario where data samples are scarce can be effectively handled by considering bootstrapping methods like boosting [2] and the scenario with huge number of data samples by combining decisions of classifiers trained on partitions of data [3]. A multi-classifier system can outperform the best individual classifier [4] and this was analytically proved in [5] by considering majority voting on a group of independent classifiers. In case of classifiers using heuristic approaches for optimization, that does not ensure an optimal solution, but a combined approach may increase the probability of finding an optimal model. As stated by Wolpert [1], each classifier has its specific competence domain and choosing an ensemble of heterogeneous classifiers would result in an effective classification model.

The general structure of a multiple classifier system (MCS) consists of a classifier ensemble with a set of diverse classifiers. The most discriminative features are given as input to the classifier ensemble and a fusion method is used to optimally combine the individual classifier outputs for classification. Thus, the main design issues in a MCS are: (1) system topology: describing the interconnection between classifiers, (2) ensemble design: defining the generation and selection of a pool of classifiers, and (3) fuser design: a decision combination function that optimally combines the outputs of classifiers. Some of the multiple classifier system (MCS) proposed in the literature are discussed in the following section. The two popular MCS system topologies are a parallel topology [6] and a serial (or conditional) topology. In a parallel topology, the same input data is fed to all the classifiers and the output generated by these classifiers is used for decision making. As the classification output of one classifier is independent of the output of other classifiers, this approach is more suited when considering classifiers with
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low support/confidence in classification. The sequential approach is considered when the cost of classifier exploration is high. The classifiers are arranged in sequence of increasing computation cost, i.e., the classifier with the least computation cost will be the first classifier in the pipeline. In [7], each classifier gives an estimate of the certainty of classification and the uncertain data samples are sent to the next classifier in the pipeline. A reject-option [8] can also be used in serial topology and AdaBoost [9] is a special case of sequential topology.

Ensemble design in a MCS aims to include mutually complementary classifiers that are characterized by low classifier output correlation [10] and high accuracy [11]. Dietterich in [12] empirically validated that a robust classifier can be built by combining the evidences of complementary classifiers. Brown in [13] suggests that diversity can be achieved using implicit or explicit approaches. Implicit techniques involves use of random techniques to generate individual classifiers while explicit approaches focus on optimizing a diversity metric in an ensemble of classifiers. The wide range of experimental results in [14] suggests that increasing diversity should result in a combined system with better accuracy. According to [6,15], diversity of classifiers can be enforced by manipulation of either individual classifier inputs, outputs, or models. Some of the approaches for diversifying input data are: (1) using different data partitions, (2) using different set of features, and (3) taking local specialization of individual classifiers into consideration. Local specialization is a classifier selection approach that selects the best classifier from a pool of classifiers trained on partitions of the features space. Diversity in MCS can also be achieved by considering classifiers designed to classify only a subset of classes and applying combination technique to restore the whole class label set. Finally, the diversified models in the ensemble should be combined to take advantage of the homogeneous/heterogeneous combination of models. As some classifiers are more efficient for some domains, an ensemble of heterogeneous classifiers would result in an solution well-addressed in multiple domains. As most machine learning algorithms (like neural networks [16]) would try to find an optimal solution from a given initial setup, combining homogeneous (identical) models with various initializations may improve classification performance.

An effective fuser is a crucial requirement for an efficient classifier. A fuser combines the outputs of the selected classifiers from the ensemble to give a final decision of the MCS system. The outputs of the classifier could be the class label associated with the test instance or the support (confidence value) for test instance to belong to a class. Early implementations of fusion models considered majority voting [6] that determined the final class label by (1) unanimous voting where the decision is unanimous, or (2) simple majority decision made if majority is more than half of the selected classifiers, or (3) majority voting where decision is to select the class with highest number of votes. Later, alternate voting methods [6,17] were proposed that assign different weights to the outputs of the classifiers. Fusion models based on support, use a support function to compute the confidence of a classifier in its decision. Some of the well know approaches are the ranking based approach of Borda count [18], the posterior probability approaches [19–21] and combination of accuracy of neural networks [22]. Trainable fusers were proposed by considering the weights used to combine classifier outputs as a learning process [23,24]. Perception learning with evolutionary approaches were used by Wozniak in [25] to train a fuser and Zheng used data envelopment analysis in [26]. A experimental comparison of various fusion functions along with their sensitivity analysis was done in [27].

Among the high-dimension data, human action recognition in videos poses a unique challenge due to the existence of temporal dimension whose length varies with each instance and subject executing the action. The inconsistencies in the execution of actions, the environment and capturing conditions further complicates the observed data, that is in-turn used as input for recognition algorithms. Some of the most commonly used features for human action recognition are histogram of oriented gradients (HOG) [28], histogram of optical flow (HOF) [28], motion boundary histograms (MBH) [29] and motion interchange patterns (MIP) [30]. These features are used with some classical approaches like support vector machine (SVM), neural networks and k-nearest neighbor to compute the base results for most of the action recognition datasets. Nazli Ikizler-Cinbis et al. used different features with multiple instance learning (MIL) framework to utilize the entities related to an action like the scene, objects and people for action recognition in [31]. In [32], Fabian Caba Heilbron et al. used dense point trajectories to extract context from foreground motion to recognize actions in videos with camera motion. In [33], Salah Althloothi et al. also used multiple features for human action recognition in RGB-D videos by using multiple kernel learning. An ensemble of homogeneous models are used by Karen Simonyan et al. [34] for object recognition in ImageNet Large Scale Visual Recognition Competition (ILSVRC) [35], Samira Ebrahimi Kahou et al. [36] used fusion of models trained on different modalities to improve the efficiency of their model in Emotion Recognition In The Wild (EmotiW) [37] challenge. Mengyi Liu et al. in [38] combined multiple kernel methods trained for different modalities using a trained fusion function. Multi-resolution CNN architecture with time information fusion is used by Andrej Karpathy et al. in [39] for human action recognition. These approaches assert the need for using multiple features and classifiers to design an effective classification model.

In this paper, we propose a hybrid classifier for action recognition by fusion of evidences generated by homogeneous models arranged in a parallel topology. A convolutional neural network classifier designed to recognize human actions from action bank features is used to build the ensemble of classifiers. The novelty of the proposed approach lies in achieving the diversity of models by manipulation of the input data using complementary features and by varying the initialization of neural network weights. Also, we use a fusion function that exploits the high confidence value of classifiers for correct prediction, to pick the correct class label across outputs. The reminder of this paper is organized as follows: Section 1 gives an introduction to multi-classifier systems and the various approaches in the literature for classifier fusion. Section 2 introduces the proposed hybrid system along with the approaches used to diversify the models and the fusion function. Section 3 covers the experiment setup and results followed by analysis of results. Section 4 gives the conclusions and future directions of this work.

2. Human action recognition using fusion of CNN classifiers

This section presents the CNN classifier architecture used to generate the ensemble of classifiers in the proposed fusion model. Different initial weights are used to generate multiple CNN classifiers. These weights are determined by a random number generator that is initialized by a seed value. By using $n$ unique seed values, $n$ different weight initializations of CNN classifier are constructed. Corresponding to each weight initialization, we train one CNN classifier on action bank features and another CNN classifier on complementary action bank features. The complementary action bank features are computed by taking the complement of action bank features interpreted as an image. As a result, $2n$ number of CNN classifiers (that are assumed to be implicitly diverse) are constructed in the ensemble. The block diagram of the proposed model to recognize ‘c’ classes using fusion of $2n$ models is shown in Fig. 1. The CNN classifier initialized with seed value $i$ and using action bank features (AB) as input is represented by CNN. Similarly, the
CNN classifier initialized with seed value \( i \) and using complementary action bank features \((AB^i)\) as input is represented by CNN\(_i\). Here, initializing a CNN classifier with seed value \( i \) refers to passing seed value \( i \) to the random number generator that initializes the weights in the CNN classifier. To simplify the description and analysis of the proposed model, we first consider the fusion of models with identical initial weights i.e., CNN\(_i\) and CNN\(_i^j\) to compute the performance of the combined model CNN\(_i^j\). Next, we compute the performance of the fusion model using the outputs of the combined models. The CNN classifiers are trained to generate binary decoded outputs i.e., a value of 1 corresponding to the index of the predicted class and 0’s for the remaining classes. To select the outputs with a confidence value of approximately 1 (i.e., correct predictions), we use the maximum value function across models as the fusion function to generate the outputs \( f_j \) as shown in the model. The outputs of fusion function \( f_1, f_2, \ldots, f_e \) are interpreted as binary decoded outputs to compute the predicted class label of the fusion model. The following subsections explain the various aspects of the proposed fusion model in detail.

2.1. Convolutional neural network classifier for human action recognition

In this work, we consider the CNN classifier architecture proposed by Ijijina et al. in [40] that considers action bank features extracted from videos as input to a CNN classifier for action recognition. Action bank features [41] of a video are computed using an action bank which is a fixed set of template videos. To compute the action bank features of a video, the similarity information of the new video against each video in the action bank is captured in a vector of size 73. If an action bank of size \( n \) is used, the action bank features generated will be of size \( n \times 73 \). The \( 202 \times 73 \) action banks features of videos with boxing and running action from KTH dataset are shown in Fig. 2.

From Fig. 2, it can be observed that videos of same action will have similar action bank features. The emergence of this similarity in action bank features is due to the use of same action bank template videos for the generation of action bank features for all videos. The CNN classifier architecture proposed in [40] aims to learn and utilize the local linear patterns associated with each action in action bank features for human action recognition. The next section explains how multiple CNN classifiers are generated using the architecture introduced in this section.

2.2. Generation of multiple CNN classifiers

The architecture of the CNN classifier used in this work is shown in Fig. 3. The performance of this CNN classifier depends on the inputs used for action recognition and the initial weights of the neural network. As explained in Section 1, the approaches used in the literature to enforce diversity of classifiers are manipulation of individual classifier inputs, outputs, or models. We aim to

![Fig. 1. Block diagram of the proposed hybrid CNN model for human action recognition.](image)

![Fig. 2. Action bank features of boxing and running videos in KTH dataset: (a–c) are for boxing and (d–f) are for running action.](image)
achieve diversity by (1) diversifying the input data through utilization of complementary action bank features, and (2) diversifying the model by generating different versions of the same model by varying model-initialization.

In the first approach, we diversify the input data by utilizing complementary action bank (AB) features for action recognition. As explained in Section 2.1, the input to the CNN classifiers are the action bank features (AB) interpreted as gray scale images shown in Fig. 2. The complementary action bank features (AB′) computed by inversion of gray scale image generated using action bank features, gives an alternate representation of action bank features that preserve the local patterns. Thus, we aim to achieve diversity of classifiers by using complementary action bank (AB′) features for action recognition. The second approach is to generate different versions of the same model by varying model-initialization. As the CNN classifier used in this work (Fig. 3) is implemented using a neural network, the performance of the trained classifier depends upon the initial weights of the neural network. By changing the seed value of the random number generator that initializes the neural network weights, we can generate different versions of the same model thereby diversifying the classifiers in the ensemble. The next section explains how the outputs of these classifiers are fused for classification by the hybrid model.

2.3. Fusion of CNN classifiers

The previous sections explained the CNN classifier used in this work and how multiple diverse models of this classifier are generated for classifier fusion. Using maximum value as fusion function across outputs of binary decoded CNN classifiers will result in a hybrid system with binary decoded output. As neural networks are used to implement the CNN classifier and back-propagation is used for training, a well trained classifier will generate an output close to one for the correct class label and zero for the remaining classes. Thus, using maximum value across classifier outputs as the fusion function selects the correct class label across models due to high confidence (=1) for correct classification and low confidence (=0) associated with incorrect classification. The next section discusses the experimental results on UCF50 dataset.

3. Experimental results

The hybrid model introduced in the previous section is evaluated on UCF50 dataset by 5-fold cross validation. The action bank features of size $207 \times 72$ generated for videos in UCF50 dataset are used as an input to the CNN classifier. The range of the seed value (n in Fig. 1) is empirically determined to be between 0 and 8, resulting in 18 models for each set during the 5-fold cross validation. Experiments are conducted using the proposed hybrid model with various fusion functions. The performance of the proposed approach using different fusion functions is given in Table 1. From the table, it can be observed that the classification error is minimum when Avg and Max rules are used for fusion of models. This could be due to the design of models to have high confidence for correct classification and low confidence for misclassification. The misclassification of 139 observations using majority voting suggests that most of the base classifiers misclassified these observations. The misclassification of 436 observations by Median rule suggests that more than half of the base classifiers misclassified these observations. The number of misclassifications using Prod rule depends on the product of outputs of all classifiers used in fusion. As a result, classification with low confidence affects the corresponding fusion value ($f_j$ in Fig. 1) used to assign class label. Fusion using Min rule has maximum error and is not suitable for this model as the base classifiers are trained to have high confidence for correct class labels.

Due to the low classification error of the proposed fusion model for Avg and Max rules, we analyze the variation in misclassified observations for these two cases with increase in the seed value ($i$) in Table 2. The number of observations misclassified by the generated CNN classifiers is shown in third and fourth columns of this table. The $\text{CNN}_i$ column corresponds to the models trained on original action bank features and the $\text{CNN}_f$ column corresponds to the

---

**Table 1**

Performance of the proposed model using various fusion functions for 5-fold cross-validation of UCF50 dataset.

<table>
<thead>
<tr>
<th>Data split</th>
<th># of observations</th>
<th>Fusion function</th>
<th>Majority voting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>Set 1</td>
<td>1345</td>
<td>1287</td>
<td>0</td>
</tr>
<tr>
<td>Set 2</td>
<td>1320</td>
<td>578</td>
<td>10</td>
</tr>
<tr>
<td>Set 3</td>
<td>1325</td>
<td>1288</td>
<td>5</td>
</tr>
<tr>
<td>Set 4</td>
<td>1315</td>
<td>1085</td>
<td>3</td>
</tr>
<tr>
<td>Set 5</td>
<td>1312</td>
<td>1243</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>6617</td>
<td>5481</td>
<td>21</td>
</tr>
<tr>
<td>Error (in %)</td>
<td>82.83</td>
<td>0.317</td>
<td>0.302</td>
</tr>
</tbody>
</table>

Table 2
Classification performance (in # of misclassified observations) for the five splits of UCF50 dataset.

<table>
<thead>
<tr>
<th>Data split #</th>
<th>Seed value (i)</th>
<th>CNNi</th>
<th>CNNj</th>
<th>CNNi ∪ CNNj</th>
<th>Fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Max</td>
<td>Avg</td>
<td>Max</td>
<td>Avg</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>130</td>
<td>202</td>
<td>95</td>
<td>95</td>
<td>95</td>
</tr>
<tr>
<td>1</td>
<td>163</td>
<td>211</td>
<td>74</td>
<td>74</td>
<td>22</td>
</tr>
<tr>
<td>2</td>
<td>141</td>
<td>169</td>
<td>50</td>
<td>50</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>157</td>
<td>86</td>
<td>28</td>
<td>28</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>180</td>
<td>155</td>
<td>43</td>
<td>43</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>89</td>
<td>1303</td>
<td>89</td>
<td>89</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>164</td>
<td>1303</td>
<td>164</td>
<td>164</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>167</td>
<td>178</td>
<td>87</td>
<td>87</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>178</td>
<td>183</td>
<td>46</td>
<td>46</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>164</td>
<td>228</td>
<td>89</td>
<td>89</td>
<td>89</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>182</td>
<td>154</td>
<td>53</td>
<td>53</td>
<td>22</td>
</tr>
<tr>
<td>1</td>
<td>131</td>
<td>155</td>
<td>52</td>
<td>52</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>206</td>
<td>94</td>
<td>49</td>
<td>49</td>
<td>19</td>
</tr>
<tr>
<td>3</td>
<td>108</td>
<td>85</td>
<td>54</td>
<td>54</td>
<td>14</td>
</tr>
<tr>
<td>4</td>
<td>213</td>
<td>94</td>
<td>31</td>
<td>31</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>160</td>
<td>175</td>
<td>87</td>
<td>87</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>174</td>
<td>162</td>
<td>88</td>
<td>88</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>147</td>
<td>196</td>
<td>79</td>
<td>79</td>
<td>79</td>
</tr>
<tr>
<td>1</td>
<td>219</td>
<td>131</td>
<td>43</td>
<td>43</td>
<td>28</td>
</tr>
<tr>
<td>2</td>
<td>211</td>
<td>138</td>
<td>60</td>
<td>60</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>157</td>
<td>130</td>
<td>42</td>
<td>42</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>218</td>
<td>1201</td>
<td>218</td>
<td>218</td>
<td>11</td>
</tr>
<tr>
<td>1</td>
<td>111</td>
<td>100</td>
<td>57</td>
<td>57</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>191</td>
<td>127</td>
<td>67</td>
<td>67</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>121</td>
<td>145</td>
<td>69</td>
<td>69</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>167</td>
<td>145</td>
<td>72</td>
<td>72</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>147</td>
<td>221</td>
<td>93</td>
<td>93</td>
<td>93</td>
</tr>
<tr>
<td>1</td>
<td>1010</td>
<td>131</td>
<td>76</td>
<td>76</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>133</td>
<td>140</td>
<td>41</td>
<td>41</td>
<td>13</td>
</tr>
<tr>
<td>3</td>
<td>304</td>
<td>200</td>
<td>103</td>
<td>103</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>173</td>
<td>164</td>
<td>64</td>
<td>64</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>139</td>
<td>159</td>
<td>63</td>
<td>63</td>
<td>63</td>
</tr>
<tr>
<td>1</td>
<td>145</td>
<td>84</td>
<td>46</td>
<td>46</td>
<td>29</td>
</tr>
<tr>
<td>2</td>
<td>162</td>
<td>134</td>
<td>62</td>
<td>62</td>
<td>23</td>
</tr>
<tr>
<td>3</td>
<td>169</td>
<td>88</td>
<td>37</td>
<td>37</td>
<td>13</td>
</tr>
<tr>
<td>4</td>
<td>219</td>
<td>122</td>
<td>83</td>
<td>83</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>107</td>
<td>1263</td>
<td>107</td>
<td>107</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>171</td>
<td>1287</td>
<td>171</td>
<td>171</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>266</td>
<td>982</td>
<td>226</td>
<td>226</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>209</td>
<td>78</td>
<td>21</td>
<td>21</td>
<td>2</td>
</tr>
</tbody>
</table>

The performance of models trained on complementary action bank features. Here, i represents the seed value used to initialize the CNN classifier. The columns labeled CNNi and CNNj denote the performance of CNNi and CNNj models i.e., (CNNi ∪ CNNj). Entries in the column labeled the fusion of combined models 0≤k≤i as the seed value increases from 0 to 8. The number of observations misclassified by various fusion models for Avg and Max rules are computed for comparative study.

In Table 2, for split 1 and seed value 0, the classifier CNN0 has 9.66% misclassification error (130 misclassified observation) and the classifier CNN0 has 15.01% misclassification error (202 misclassified observation). The classifier CNN0 which is a fusion of CNN0 and CNN0 gives an improved performance of misclassification error of 7.06% (95 misclassified observation). This could be due to the dissimilarity of the observations recognized by CNN0 and CNN0. Similarly, for split 1 and seed value 1, the classifier CNN1 achieves a misclassification error of 12.11% (163 misclassified observation) and the classifier CNN1 achieves a misclassification error of 15.68% (211 misclassified cases). The classifier CNN1 which is a fusion of CNN1 and CNN1 gives a misclassification error of 5.50% (74 misclassified observation). The same analysis can be extended to the remaining combined models CNN2, ..., CNN5 to obtain their corresponding misclassification error. For split 1, the fusion across the combined models i.e., 0≤k≤i using Max-rule, results in a misclassification error of 0.07% (1 misclassified observation). Similar analysis can be extended for the fusion of models in data splits 2, 3, 4 and 5. From these results, it can be observed that for any given data split and seed value, the performance of the combined model CNNi = (CNNi ∪ CNNi) is better than or equal to the individual models (CNNi and CNNj). Also, the performance of the fusion model either improves or remains same with the addition of each combined model. The performance of the final fusion model i.e.,
CNN is significantly better than the performance of individual combined models (CNN). This could be due to the dissimilarity in the observations recognized by the models. Also, fusion using models with high classification (like CNN, CNN for set 1 and CNN for set 3) would not deteriorate the performance.

The number of test cases and the number of misclassified observations for various fusion functions in each data split of UCF50 dataset is given in Table 1. Using Max rule as fusion function, less than 1% observations are misclassified in each split and 21 observations are misclassified across all the splits. The misclassification of 21 observations among 6617 test cases results in a misclassification error of 0.317% i.e., a recognition accuracy of 99.68%. Similarly, using Avg rule as fusion function, 20 observations among 6617 test cases get misclassified resulting in a misclassification error of 0.302% i.e., a recognition accuracy of 99.7%. The confusion matrix of the proposed hybrid model for UCF50 dataset is shown in Table 3.

The labels on the vertical axis indicate the actual class labels and the labels on the horizontal axis indicate the predicted class labels. It can be observed that among the 145 test instances of Biking, 143 were recognized as Biking, 1 as Nunchucks and 1 as RockClimbingIndoor. The diagonal elements represent the correctly predicted test cases and the non-diagonal elements represent the misclassified test cases.

Table 4 depicts the comparison of the proposed approach with the existing work in literature for 5-fold cross validation of UCF50 dataset. Among the existing approaches, the state of the art approach for human action recognition on UCF50 dataset has a recognition accuracy of 94.1%. This approach was proposed by Nicolas Ballas et al. in [42] and it uses spatio-temporal context and weighted SVM to build an action model from salient regions. Even though the proposed approach may be computationally more expensive than existing approaches, the computation time can be significantly reduced by using a GPU-accelerated implementation like NVIDIA CUDA Deep Neural Network (cudNN) [43] library.

The proposed approach outperforms the current state of the art approach by around 4%, achieving a near ideal recognition accuracy of 99.7%. The improvement in performance could be due to the high recognition accuracy of the proposed fusion model, the diversity of labels, and the use of a hybrid model.
models used in fusion and training of classifiers to generate high confidence value for correct class labels. The next section analyzes these factors to verify their contribution to the overall effectiveness of the propose model.

3.1. Detailed analysis of results

The working principle behind fusion of classifiers approach is explained using a Venn diagram shown in Fig. 4. In this figure, if circular regions A and B denote the observations correctly classified in the universe of samples S by models CNN_A and CNN_B, respectively, then the fusion of these two models is defined by the region \((A \cup B)\) that is equal to \((A \cap B) + (A - B) + (B - A)\). This implies that the number of correctly classified samples by a fusion model will be minimum when \((A = B)\) and will be maximum when \((A \cap B) = \emptyset\). Here, \(\emptyset\) denotes the empty set. Hence, if the observations classified by the models CNN_A and CNN_B are mutually exclusive, the fusion of the models will be maximum. But, in a practical scenario where \((A \cap B) \neq \emptyset\), the number of observations correctly classified by the fusion model can be increased by increasing the number of

<table>
<thead>
<tr>
<th>Set 1</th>
<th>CNN^0</th>
<th>CNN^1</th>
<th>CNN^2</th>
<th>CNN^3</th>
<th>CNN^4</th>
<th>CNN^5</th>
<th>CNN^6</th>
<th>CNN^7</th>
<th>CNN^8</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN^0</td>
<td>0 7 6 7 8 3 6 6 7</td>
<td>8 12 9 4 8 87 87 8 11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN^1</td>
<td>5 0 5 7 9 4 7 8 9</td>
<td>9 10 8 3 7 85 85 8 9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN^2</td>
<td>5 6 0 8 10 5 7 9 8</td>
<td>11 11 9 4 7 86 86 9 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN^3</td>
<td>5 8 7 0 8 5 7 7 7</td>
<td>9 13 11 4 9 85 85 9 11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN^4</td>
<td>4 8 7 6 0 3 7 7 6</td>
<td>8 13 10 4 8 83 83 7 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN^5</td>
<td>6 9 9 10 10 0 9 8 11</td>
<td>11 14 11 5 9 90 90 11 12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN^6</td>
<td>3 7 5 6 8 4 0 6 5</td>
<td>7 12 9 4 8 85 85 6 11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN^7</td>
<td>3 7 7 6 8 2 6 0 7</td>
<td>8 12 10 4 7 85 85 7 11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN^8</td>
<td>3 7 6 6 6 4 4 6 0</td>
<td>7 12 9 4 8 84 84 6 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Variation in the number of correctly classified test cases between CNN classifiers considered in fusion for UCF50 dataset set 1 (in %).

samples correctly classified by only one of the models i.e., the region \(((A - B) \cup (B - A))\). Therefore, misclassification by fusion model can be decreased by increasing the number of samples correctly classified by only one of the classifiers rather than by both the classifiers.

From Fig. 4, some of the conditions for building an effective fusion model when considering the maximum value as fusion function are: (a) diversity of classifiers: the existence of observations that are correctly classified by only one model, denoted by region \(((A - B) \cup (B - A))\) and, (b) the confidence value generated by the classifier for a correct classification should be high (≈1) and for an
### Table 6

<table>
<thead>
<tr>
<th>Set 2</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN₀</td>
<td>0</td>
<td>7</td>
<td>5</td>
<td>9</td>
<td>10</td>
<td>4</td>
<td>10</td>
<td>5</td>
<td>7</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>CNN₁</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>8</td>
<td>9</td>
<td>4</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>CNN₂</td>
<td>8</td>
<td>9</td>
<td>0</td>
<td>12</td>
<td>12</td>
<td>3</td>
<td>12</td>
<td>7</td>
<td>10</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>CNN₃</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>CNN₄</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>CNN₅</td>
<td>8</td>
<td>10</td>
<td>5</td>
<td>11</td>
<td>12</td>
<td>0</td>
<td>11</td>
<td>6</td>
<td>9</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>CNN₆</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>5</td>
<td>2</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>CNN₇</td>
<td>6</td>
<td>7</td>
<td>4</td>
<td>9</td>
<td>9</td>
<td>2</td>
<td>9</td>
<td>0</td>
<td>6</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>CNN₈</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>9</td>
<td>9</td>
</tr>
</tbody>
</table>

### Table 7

<table>
<thead>
<tr>
<th>Set 3</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN₀</td>
<td>0</td>
<td>11</td>
<td>11</td>
<td>5</td>
<td>10</td>
<td>4</td>
<td>9</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>CNN₁</td>
<td>6</td>
<td>0</td>
<td>8</td>
<td>6</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>CNN₂</td>
<td>6</td>
<td>8</td>
<td>0</td>
<td>7</td>
<td>9</td>
<td>4</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>CNN₃</td>
<td>4</td>
<td>11</td>
<td>11</td>
<td>0</td>
<td>10</td>
<td>3</td>
<td>9</td>
<td>4</td>
<td>7</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>CNN₄</td>
<td>5</td>
<td>7</td>
<td>8</td>
<td>6</td>
<td>0</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>CNN₅</td>
<td>6</td>
<td>12</td>
<td>11</td>
<td>7</td>
<td>12</td>
<td>0</td>
<td>10</td>
<td>5</td>
<td>7</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>CNN₆</td>
<td>6</td>
<td>7</td>
<td>9</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>CNN₇</td>
<td>7</td>
<td>11</td>
<td>11</td>
<td>6</td>
<td>11</td>
<td>4</td>
<td>9</td>
<td>0</td>
<td>7</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>CNN₈</td>
<td>5</td>
<td>11</td>
<td>8</td>
<td>6</td>
<td>9</td>
<td>3</td>
<td>7</td>
<td>4</td>
<td>0</td>
<td>10</td>
<td>6</td>
</tr>
</tbody>
</table>

### Table 8

<table>
<thead>
<tr>
<th>Set 4</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN₀</td>
<td>5</td>
<td>9</td>
<td>12</td>
<td>6</td>
<td>10</td>
<td>3</td>
<td>7</td>
<td>4</td>
<td>7</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>CNN₁</td>
<td>8</td>
<td>13</td>
<td>12</td>
<td>7</td>
<td>13</td>
<td>4</td>
<td>11</td>
<td>6</td>
<td>9</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>CNN₂</td>
<td>8</td>
<td>13</td>
<td>11</td>
<td>8</td>
<td>13</td>
<td>4</td>
<td>11</td>
<td>6</td>
<td>9</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>CNN₃</td>
<td>8</td>
<td>14</td>
<td>13</td>
<td>9</td>
<td>13</td>
<td>5</td>
<td>12</td>
<td>7</td>
<td>9</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>CNN₄</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CNN₅</td>
<td>9</td>
<td>14</td>
<td>13</td>
<td>9</td>
<td>13</td>
<td>5</td>
<td>11</td>
<td>6</td>
<td>9</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>CNN₆</td>
<td>5</td>
<td>12</td>
<td>11</td>
<td>5</td>
<td>11</td>
<td>4</td>
<td>9</td>
<td>4</td>
<td>7</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>CNN₇</td>
<td>6</td>
<td>10</td>
<td>10</td>
<td>6</td>
<td>9</td>
<td>5</td>
<td>8</td>
<td>4</td>
<td>7</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>CNN₈</td>
<td>6</td>
<td>10</td>
<td>10</td>
<td>6</td>
<td>10</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>7</td>
<td>9</td>
<td>7</td>
</tr>
</tbody>
</table>
Table 8
Variation in the number of correctly classified test cases between CNN classifiers considered in fusion for UCF50 dataset set 4 (in %).

<table>
<thead>
<tr>
<th>Set</th>
<th>CNN0</th>
<th>CNN1</th>
<th>CNN2</th>
<th>CNN3</th>
<th>CNN4</th>
<th>CNN5</th>
<th>CNN6</th>
<th>CNN7</th>
<th>CNN8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 67</td>
<td>5 16</td>
<td>8 2</td>
<td>2 8</td>
<td>4 14</td>
<td>10 7</td>
<td>7 8</td>
<td>8 6</td>
<td>5 9</td>
</tr>
<tr>
<td>CNN1</td>
<td>2 0 1</td>
<td>2 1 1</td>
<td>2 1 2</td>
<td>2 4 3</td>
<td>2 1 1</td>
<td>2 1 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN2</td>
<td>6 68 0</td>
<td>1 8 9</td>
<td>3 9 5</td>
<td>15 10</td>
<td>7 8 10</td>
<td>7 6 5</td>
<td>9 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN3</td>
<td>4 56 5</td>
<td>0 8 2</td>
<td>8 4 11</td>
<td>9 7 7</td>
<td>7 6 4</td>
<td>7 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN4</td>
<td>6 64 5</td>
<td>18 0</td>
<td>3 8 4</td>
<td>11</td>
<td>8 7 5</td>
<td>8 7 5</td>
<td>6 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN5</td>
<td>7 72 7 19 10</td>
<td>0 12</td>
<td>6 18</td>
<td>13</td>
<td>8 8 12</td>
<td>8 6</td>
<td>5 11 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN6</td>
<td>3 63 4 16 5</td>
<td>3 0 4</td>
<td>9</td>
<td>4 7 7</td>
<td>6 6 7</td>
<td>5 3 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN7</td>
<td>5 67 5 17</td>
<td>8 2 10</td>
<td>0 14</td>
<td>10</td>
<td>7 7 10</td>
<td>7 6 4</td>
<td>10 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN8</td>
<td>3 57 3 12</td>
<td>3 2 3</td>
<td>3 0</td>
<td>3 7 7</td>
<td>4 5</td>
<td>6 4 2</td>
<td>5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9
Variation in the number of correctly classified test cases between CNN classifiers considered in fusion for UCF50 dataset set 5 (in %).

<table>
<thead>
<tr>
<th>Set</th>
<th>CNN0</th>
<th>CNN1</th>
<th>CNN2</th>
<th>CNN3</th>
<th>CNN4</th>
<th>CNN5</th>
<th>CNN6</th>
<th>CNN7</th>
<th>CNN8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 7 9</td>
<td>7 12</td>
<td>5 5 13</td>
<td>9</td>
<td>7 3 6</td>
<td>4</td>
<td>6 8</td>
<td>6 8 8</td>
<td>65 4</td>
</tr>
<tr>
<td>CNN1</td>
<td>6 0 7</td>
<td>8 11</td>
<td>4 8 16 11</td>
<td>6 3 5</td>
<td>3 4</td>
<td>8 6 8</td>
<td>7 6 6</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>CNN2</td>
<td>7 5 0</td>
<td>9 8 5</td>
<td>9 17 12</td>
<td>6 3 5</td>
<td>3 4</td>
<td>8 4</td>
<td>8 6 6</td>
<td>4 3</td>
<td></td>
</tr>
<tr>
<td>CNN3</td>
<td>5 6 9</td>
<td>0 11 5 7 14 9</td>
<td>7 3 6</td>
<td>4 6 8</td>
<td>4</td>
<td>8 6 8</td>
<td>63 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN4</td>
<td>6 5 4</td>
<td>7 0 4</td>
<td>8 15 10</td>
<td>5 3 5</td>
<td>3 3</td>
<td>8 0</td>
<td>8 2 6</td>
<td>0 4</td>
<td></td>
</tr>
<tr>
<td>CNN5</td>
<td>8 7 9</td>
<td>9 12 0</td>
<td>10 17 13</td>
<td>8 4 6</td>
<td>4 6 8</td>
<td>9</td>
<td>0 9</td>
<td>6 8</td>
<td></td>
</tr>
<tr>
<td>CNN6</td>
<td>3 6 9</td>
<td>6 12 5 0 12 7</td>
<td>7 3 6</td>
<td>4 6 8</td>
<td>3</td>
<td>8 5</td>
<td>6 3 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN7</td>
<td>3 7 9</td>
<td>6 12 5 5 0 6</td>
<td>8 3 6</td>
<td>4 7 7</td>
<td>7 6</td>
<td>7 6 8</td>
<td>5 8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN8</td>
<td>4 6 8</td>
<td>9 11 5</td>
<td>4 10</td>
<td>0 6 3</td>
<td>6</td>
<td>8</td>
<td>1</td>
<td>2 6 6 2 4</td>
<td></td>
</tr>
</tbody>
</table>

incorrect classification should be low (≈0), thereby ensuring the selection of correct class label due to fusion across models. The following sections analyze the results in previous section to verify if these two conditions are satisfied.

3.2. Pairwise variation of models

To analyze the variation between models generated in Section 3, we compute the pairwise difference across models by considering the model along vertical axis as $CNN_A$ and along horizontal axis as $CNN_B$. The percentage of observations correctly classified by $CNN_A$ and not by $CNN_B$ is computed as $(A−B) / 100$, that is stored in $A$th row $B$th column of the table. The variation of models for the 5 sets in UCF50 dataset rounded to the nearest integer is shown in Tables 5–9.

From the values in these tables, it can be observed that model diversity is achieved between the models. A high diversity is observed when the classification error of $CNN_B$ is high. For example, when $CNN_A$ in set 3 is considered as $CNN_B$, the pairwise variation with other models is more than 50%. This confirms the generation and use of classifiers with diversity in the proposed fusion model. This satisfies the diversity of classifiers condition for designing an effective classifier. The next section analyzes the confidence values of the classifiers generated in Section 3.

3.3. Classification confidence of CNN classifiers

As explained in the previous sections, the proposed hybrid model uses CNN classifiers with binary decoded outputs. If the outputs of the trained classifier are ideal i.e. a value of 1 for correct classification and 0 for incorrect classification, the second condition for designing an effective classifier will be satisfied. The average confidence values for correct and incorrect classification for the CNN classifiers generated in Section 3 for the 5 sets in UCF50 dataset rounded to 6 digits after decimal point are shown in Table 10.

From Table 10, it can be observed that for most of the models the average confidence value for correct prediction is ≈1 and for incorrect prediction is ≈0. Even though some of the models have 0 confidence value for correct prediction (like $CNN_5$ and $CNN_6$ for set 1 and 5), the use of maximum value as fusion function ensures that correct class labels are selected during fusion. The next section analyzes the effect of classifier fusion on the average confidence value of prediction.

3.4. Fusion across CNN classifiers

The proposed fusion model, as explained in Section 2.3, uses maximum value of classifier outputs as fusion function. Therefore, the average confidence value associated with correct predictions should increase with the number of models included in fusion. The change in average confidence of the proposed model for the 5 sets in UCF50 datasets with the number of models included in fusion i.e., seed value ($s$) is shown in Fig. 5.

From Fig. 5, it can be observed that the average confidence value increases with increase in number of models considered in fusion, thereby suggesting the selection of correct class labels over models. The next section analyzes the impact of variation of models and high confidence in correct classification on the overall accuracy of the proposed hybrid model.

<table>
<thead>
<tr>
<th>Table 10</th>
<th>Average confidence value of the outputs of CNN classifiers for correct and incorrect classification on the 5 sets of UCF50 dataset.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Set 1</td>
</tr>
<tr>
<td></td>
<td>Correct</td>
</tr>
<tr>
<td>$CNN_A$</td>
<td>0.991755</td>
</tr>
<tr>
<td>$CNN_B$</td>
<td>0.992244</td>
</tr>
<tr>
<td>$CNN_C$</td>
<td>0.992205</td>
</tr>
<tr>
<td>$CNN_D$</td>
<td>0.992187</td>
</tr>
<tr>
<td>$CNN_E$</td>
<td>0.991863</td>
</tr>
<tr>
<td>$CNN_F$</td>
<td>0.992642</td>
</tr>
<tr>
<td>$CNN_G$</td>
<td>0.992861</td>
</tr>
<tr>
<td>$CNN_H$</td>
<td>0.992727</td>
</tr>
<tr>
<td>$CNN_I$</td>
<td>0.992889</td>
</tr>
<tr>
<td>$CNN_J$</td>
<td>0.992497</td>
</tr>
<tr>
<td>$CNN_K$</td>
<td>0.992490</td>
</tr>
<tr>
<td>$CNN_L$</td>
<td>0.991742</td>
</tr>
<tr>
<td>$CNN_M$</td>
<td>0.991628</td>
</tr>
<tr>
<td>$CNN_N$</td>
<td>0.991923</td>
</tr>
<tr>
<td>$CNN_O$</td>
<td>0.000000</td>
</tr>
<tr>
<td>$CNN_P$</td>
<td>0.000000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 11</th>
<th>Number of test-cases in UCF50 dataset for 5-fold cross validation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Split #</td>
<td># of test cases (p)</td>
</tr>
<tr>
<td>1</td>
<td>1345</td>
</tr>
<tr>
<td>2</td>
<td>1320</td>
</tr>
<tr>
<td>3</td>
<td>1325</td>
</tr>
<tr>
<td>4</td>
<td>1315</td>
</tr>
<tr>
<td>5</td>
<td>1312</td>
</tr>
</tbody>
</table>

Fig. 6. Representation used to visualize correctness and confidence of recognition by a classifier. Best viewed in color.
### Table 12
Visualization of outputs of classifiers due to fusion for UCF50 dataset split 1. Best viewed in color.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$CNN_i$</th>
<th>$CNN'_i$</th>
<th>Fusion = $\bigcup_{0 \leq k \leq i} CNN^*_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td><img src="image1" alt="Matrix" /></td>
<td><img src="image2" alt="Matrix" /></td>
<td><img src="image3" alt="Matrix" /></td>
</tr>
<tr>
<td>1</td>
<td><img src="image4" alt="Matrix" /></td>
<td><img src="image5" alt="Matrix" /></td>
<td><img src="image6" alt="Matrix" /></td>
</tr>
<tr>
<td>2</td>
<td><img src="image7" alt="Matrix" /></td>
<td><img src="image8" alt="Matrix" /></td>
<td><img src="image9" alt="Matrix" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image10" alt="Matrix" /></td>
<td><img src="image11" alt="Matrix" /></td>
<td><img src="image12" alt="Matrix" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="image13" alt="Matrix" /></td>
<td><img src="image14" alt="Matrix" /></td>
<td><img src="image15" alt="Matrix" /></td>
</tr>
<tr>
<td>5</td>
<td><img src="image16" alt="Matrix" /></td>
<td><img src="image17" alt="Matrix" /></td>
<td><img src="image18" alt="Matrix" /></td>
</tr>
<tr>
<td>6</td>
<td><img src="image19" alt="Matrix" /></td>
<td><img src="image20" alt="Matrix" /></td>
<td><img src="image21" alt="Matrix" /></td>
</tr>
<tr>
<td>7</td>
<td><img src="image22" alt="Matrix" /></td>
<td><img src="image23" alt="Matrix" /></td>
<td><img src="image24" alt="Matrix" /></td>
</tr>
<tr>
<td>8</td>
<td><img src="image25" alt="Matrix" /></td>
<td><img src="image26" alt="Matrix" /></td>
<td><img src="image27" alt="Matrix" /></td>
</tr>
</tbody>
</table>

#### 3.5. Analysis of the proposed hybrid model

In this section, we analyze how the number of misclassified instances change with increase in number of models considered in the proposed fusion model. For effective visualization of misclassified observations, we consider the representation shown in Fig. 6, where a $30 \times 45$ matrix of circles is used to represent the output of a classifier. By considering row major ordering of elements, the circle at $k$th location corresponds to the output of classifier for the $k$th test instance. If the test instance is classified correctly, the circle will be in red (or) pink color, otherwise it will be in black color. The diameter $d$ of the circle is proportional to the confidence value generated.
Table 13
Visualization of outputs of classifiers due to fusion for UCF50 dataset split 2. Best viewed in color.

<table>
<thead>
<tr>
<th>i</th>
<th>$CNN_i$</th>
<th>$CNN'_i$</th>
<th>Fusion = $\bigcup_{0 \leq k \leq i} CNN'_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td><img src="image" alt="CNN_0" /></td>
<td><img src="image" alt="CNN'_0" /></td>
<td><img src="image" alt="Fusion_0" /></td>
</tr>
<tr>
<td>1</td>
<td><img src="image" alt="CNN_1" /></td>
<td><img src="image" alt="CNN'_1" /></td>
<td><img src="image" alt="Fusion_1" /></td>
</tr>
<tr>
<td>2</td>
<td><img src="image" alt="CNN_2" /></td>
<td><img src="image" alt="CNN'_2" /></td>
<td><img src="image" alt="Fusion_2" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image" alt="CNN_3" /></td>
<td><img src="image" alt="CNN'_3" /></td>
<td><img src="image" alt="Fusion_3" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="image" alt="CNN_4" /></td>
<td><img src="image" alt="CNN'_4" /></td>
<td><img src="image" alt="Fusion_4" /></td>
</tr>
<tr>
<td>5</td>
<td><img src="image" alt="CNN_5" /></td>
<td><img src="image" alt="CNN'_5" /></td>
<td><img src="image" alt="Fusion_5" /></td>
</tr>
<tr>
<td>6</td>
<td><img src="image" alt="CNN_6" /></td>
<td><img src="image" alt="CNN'_6" /></td>
<td><img src="image" alt="Fusion_6" /></td>
</tr>
<tr>
<td>7</td>
<td><img src="image" alt="CNN_7" /></td>
<td><img src="image" alt="CNN'_7" /></td>
<td><img src="image" alt="Fusion_7" /></td>
</tr>
<tr>
<td>8</td>
<td><img src="image" alt="CNN_8" /></td>
<td><img src="image" alt="CNN'_8" /></td>
<td><img src="image" alt="Fusion_8" /></td>
</tr>
</tbody>
</table>

by the fusion model for the test instance. In this representation, the color of the circle will be red if Max-rule is used as fusion function and pink ifAvg-rule is used as fusion function. In case there are $p$ (1350 = $30 \times 45$) test cases, the last (1350-$p$) locations in this representation will be marked by cross symbols. When Max-rule is used as fusion function, the color and diameter of the circle depicts the correctness and confidence, respectively in recognizing a test instance. There by, the fusion across models is same as selecting the biggest circle at each location across outputs of classifiers. From the average confidence values of correct and incorrect prediction given
Table 14
Visualization of outputs of classifiers due to fusion for UCF50 dataset split 3. Best viewed in color.

<table>
<thead>
<tr>
<th>i</th>
<th>$CNN_i$</th>
<th>$CNN'_i$</th>
<th>Fusion = $\bigcup_{0 \leq k \leq i} C_{NN}^*$ Max rule</th>
<th>Avg rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td>1</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
<tr>
<td>2</td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
<td><img src="image16.png" alt="Image" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="image17.png" alt="Image" /></td>
<td><img src="image18.png" alt="Image" /></td>
<td><img src="image19.png" alt="Image" /></td>
<td><img src="image20.png" alt="Image" /></td>
</tr>
<tr>
<td>5</td>
<td><img src="image21.png" alt="Image" /></td>
<td><img src="image22.png" alt="Image" /></td>
<td><img src="image23.png" alt="Image" /></td>
<td><img src="image24.png" alt="Image" /></td>
</tr>
<tr>
<td>6</td>
<td><img src="image25.png" alt="Image" /></td>
<td><img src="image26.png" alt="Image" /></td>
<td><img src="image27.png" alt="Image" /></td>
<td><img src="image28.png" alt="Image" /></td>
</tr>
<tr>
<td>7</td>
<td><img src="image29.png" alt="Image" /></td>
<td><img src="image30.png" alt="Image" /></td>
<td><img src="image31.png" alt="Image" /></td>
<td><img src="image32.png" alt="Image" /></td>
</tr>
<tr>
<td>8</td>
<td><img src="image33.png" alt="Image" /></td>
<td><img src="image34.png" alt="Image" /></td>
<td><img src="image35.png" alt="Image" /></td>
<td><img src="image36.png" alt="Image" /></td>
</tr>
</tbody>
</table>

In Table 10, the red circles with average confidence value $\approx 1$ will have a bigger diameter than black circles with average confidence value $\approx 0$ (as diameter of a circle is proportional to the confidence value generated by the classifier for its test instance). As a result, fusion across models will result in the elimination (minimization) of black circles and selection of bigger red circles, thereby reducing misclassification.

The number of test instances in the 5-splits of UCF50 dataset is given in Table 11. It can be observed that for split 1 with 1345 (p) test cases, the last 5 (1350-p) locations will be marked by cross marks.
Table 15
Visualization of outputs of classifiers due to fusion for UCF50 dataset split 4. Best viewed in color.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$CNN_i$</th>
<th>$CNN_i'$</th>
<th>Fusion = $\bigcup_{0 \leq k \leq i} CNN_k^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td>1</td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>2</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
</tr>
<tr>
<td>5</td>
<td><img src="image16.png" alt="Image" /></td>
<td><img src="image17.png" alt="Image" /></td>
<td><img src="image18.png" alt="Image" /></td>
</tr>
<tr>
<td>6</td>
<td><img src="image19.png" alt="Image" /></td>
<td><img src="image20.png" alt="Image" /></td>
<td><img src="image21.png" alt="Image" /></td>
</tr>
<tr>
<td>7</td>
<td><img src="image22.png" alt="Image" /></td>
<td><img src="image23.png" alt="Image" /></td>
<td><img src="image24.png" alt="Image" /></td>
</tr>
<tr>
<td>8</td>
<td><img src="image25.png" alt="Image" /></td>
<td><img src="image26.png" alt="Image" /></td>
<td><img src="image27.png" alt="Image" /></td>
</tr>
</tbody>
</table>

symbols. Similarly, as the number of test cases in each split ($p$) is less than 1350, the last ($1350-p$) locations will have cross symbols for quick identification.

The visualization of outputs of classifiers for split 1 is shown in Table 12. Similarly, the visualization of outputs of classifiers for split 2, 3, 4 and 5 are shown in Tables 13–16, respectively. The visualization of misclassified cases shown in Tables 12–16 correspond to the number of misclassified cases by the proposed hybrid model for Min and Avg rules given in Table 2. The improvement in classification accuracy with increase in the number of models considered in fusion can be observed visually by the increase in the number of red and pink circles as we move from top to bottom.
Table 16
Visualization of outputs of classifiers due to fusion for UCF50 dataset split 5. Best viewed in color.

<table>
<thead>
<tr>
<th>i</th>
<th>( CNN_i )</th>
<th>( CNN_i' )</th>
<th>Fusion = ( \bigcup_{0 \leq k \leq i} CNN_k^* )</th>
<th>Max rule</th>
<th>Avg rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td><img src="image1" alt="Image of output" /></td>
<td><img src="image2" alt="Image of output" /></td>
<td><img src="image3" alt="Image of output" /></td>
<td><img src="image4" alt="Image of output" /></td>
<td><img src="image5" alt="Image of output" /></td>
</tr>
<tr>
<td>1</td>
<td><img src="image1" alt="Image of output" /></td>
<td><img src="image2" alt="Image of output" /></td>
<td><img src="image3" alt="Image of output" /></td>
<td><img src="image4" alt="Image of output" /></td>
<td><img src="image5" alt="Image of output" /></td>
</tr>
<tr>
<td>2</td>
<td><img src="image1" alt="Image of output" /></td>
<td><img src="image2" alt="Image of output" /></td>
<td><img src="image3" alt="Image of output" /></td>
<td><img src="image4" alt="Image of output" /></td>
<td><img src="image5" alt="Image of output" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image1" alt="Image of output" /></td>
<td><img src="image2" alt="Image of output" /></td>
<td><img src="image3" alt="Image of output" /></td>
<td><img src="image4" alt="Image of output" /></td>
<td><img src="image5" alt="Image of output" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="image1" alt="Image of output" /></td>
<td><img src="image2" alt="Image of output" /></td>
<td><img src="image3" alt="Image of output" /></td>
<td><img src="image4" alt="Image of output" /></td>
<td><img src="image5" alt="Image of output" /></td>
</tr>
<tr>
<td>5</td>
<td><img src="image1" alt="Image of output" /></td>
<td><img src="image2" alt="Image of output" /></td>
<td><img src="image3" alt="Image of output" /></td>
<td><img src="image4" alt="Image of output" /></td>
<td><img src="image5" alt="Image of output" /></td>
</tr>
<tr>
<td>6</td>
<td><img src="image1" alt="Image of output" /></td>
<td><img src="image2" alt="Image of output" /></td>
<td><img src="image3" alt="Image of output" /></td>
<td><img src="image4" alt="Image of output" /></td>
<td><img src="image5" alt="Image of output" /></td>
</tr>
<tr>
<td>7</td>
<td><img src="image1" alt="Image of output" /></td>
<td><img src="image2" alt="Image of output" /></td>
<td><img src="image3" alt="Image of output" /></td>
<td><img src="image4" alt="Image of output" /></td>
<td><img src="image5" alt="Image of output" /></td>
</tr>
<tr>
<td>8</td>
<td><img src="image1" alt="Image of output" /></td>
<td><img src="image2" alt="Image of output" /></td>
<td><img src="image3" alt="Image of output" /></td>
<td><img src="image4" alt="Image of output" /></td>
<td><img src="image5" alt="Image of output" /></td>
</tr>
</tbody>
</table>

in the fusion column of Tables 12–16. From the representation of fusion model outputs for Max and Avg rules, it can be observed that the same observations are misclassified by both the rules. There is one exception to this observation, where an observation is misclassified with high confidence by Max rule is correctly classified by using Avg rule as fusion function in split 1. This may be due to the normalization effect caused by averaging the outputs across models, there by reducing the high peak caused by one model.

As the proposed fusion model has almost same performance for Max and Avg rules, we analyze the difference (gap) in confidence value between the top two class labels assigned to the test cases. The histogram of this difference in confidence values for Max and
Avg rules is shown in Fig. 7(a). The histogram of confidence value of fusion model for the two fusion rules is shown in Fig. 7(b).

From the results shown in Fig. 7, it can be observed that the outputs of the fusion model will have high confidence and maximum difference in confidence value with the next class label when Max-rule is used as the fusion function. Hence, the fusion model will be noise tolerant when Max-rule is used as fusion function even though it mis-classifies one observation more than Avg-rule.

4. Conclusions

In this work, we proposed a hybrid deep neural network model using fusion of CNN classifier with binary decoded outputs. The high confidence of classifiers for correct prediction and the variation of models (achieved though manipulation of input features and initialization of models) are leveraged to design an effective classifier fusion model. Fusion using maximum value ensures the selection of correct class label making this an effective classifier model. This model achieved a near accurate recognition of 99.68% on UCF50 dataset. The future work will consider other spatio-temporal representations of videos similar to action bank features.
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