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2 Review of Markov’s Inequality

Exercise 1 Let X >0, E[X] = 10. What can you say about Pr|X > 50]?
Let X > —10 and E[X] = 10. What can you say about Pr|X > 50]?

Let X <20 and E[X]| = 10. What can you say about Pr[X < 0]?
Concentration around the mean using Markov:

Let X = Xi+...+X,,, where Pr(X; =1) = p, Pr(X; =0) = 1—p. Consider
the values p = 1/2. What can we say about Pr(X > 0.7n)?

0.5n

Using Markov’s inequality directly, we can say that Pr(X > 0.7n) < 0
.mn

5/7. This is however a bad bound, and it is possible to use symmetry to
improve this to 5/14, which is still not a good bound for large values of n.
We will improve this a lot in the next section by using the variance of X.



3 Chebyshev’s Inequality

Let X be a random variable with expectation p and standard deviation
0. Then we have:

1
Pr{|X —u| > ko < =

1 1
For example, Pr[|X — u| > 50| < R and Pr[|X — p| > 100] < 00"
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Exercise 2 Suppose that the lifetime of light-bulbs from a shop s distributed
randomly with a mean of 200 hours. If the variance is known to be at most
100, show that with probability at least 96%, the bulb will last for at least 150

hours.
Variance of Binom(n,p):

Let X be the sum of n identical Bernoulli variables X1, ..., X,, with proba-
bility p. Then, we have Var[X| = nVar[X;| = n(p — p?).

In particular, when p = 1/2, we get Var[X] = g and o[X] = g We can
now apply Chebyshev’s inequality to obtain:
1

Pr(X >0.7n) < Pr(|X —0.5 0.2n) <
r(X > 0.7n) < Pr(| n| > n>_0.16n

where we used 0.2n = 0.4\/no[X].



4 Median-Find Problem

Input: A =ay,as,...,a,
Output: b, /5, where by < by < ... < b, is the sorted order of the a;s.

We now describe a randomized algorithm. We use parameters r ~ n®/*,

1/2
k~nl/8 s= kv ~ n—, and t = dsn ~ 2n3/4,
2 2 T
Algorithm:
1. Pick X1, ..., X, independently and w.a.r. from the a;s.

[\

. Sort the X;s to obtain Yy, ..., Y,.

Y

CSetl =Y, o g andu =Y, o .

N

. Compare every element withl, u.
LeL={acA:a<l},U={a€A:a>u}.
If|L] > n/2 or|U| > n/2, ABORT.
. M={ac A:l<a<u}.
If|M| > t, ABORT.

o

(o)

7. Sort M and return the element whose rank in M isn/2 — |L|.
Analysis of running time:

If the algorithm does not fail, it returns the correct answer in Step 7. Step 4
takes 2n comparisons, and the remaining steps together take time O(n3/*logn),
thus the total time is 2n 4 o(n).

Analysis of failure probability:

There are two steps in which the algorithm can fail: in step 5, it may happen
that the median lies outside the interval [, u], or in step 6, it may happen
that | M| is too large. We will now bound the probabilities of these two “bad
events”.

Let E; be the event that the [ is larger than the median, that is: Y, p_s > 0,/2;
and let F, be the event that |M N {by,..., by} > t/2.



4
Proposition 1 For s = k% and t = ﬂ; we have:
r

1 1
Prob(Ey) < L and Prob(FEs) < =k
Proof:
The first type of bad event:
The event Ey : Y, )5, > by/o is equivalent to: |X N L| < r/2 — s, where
L == {b17 e 7bn/2}-

We can write | X N L| as a sum of indicator variables. Let YV; = 1if X; € L
and Y; = 0 otherwise. Thus, |[RNL| =Y., Y;; we shall denote this sum by
Y for convenience.

We have E[Y] = g and o(Y) = /7/2.

1
Thus, Pr(E1) = Pr(|XNL| <r/2—s5)=Pr(Y <r/2—Fkr/2) < =
The second type of bad event:
The event [M N {b1,...,by2}| > t/2 is equivalent to: | X NT| > r/2 — s,
where T = {bh bQ, ce ,bn/g_t/g}.

t
Let Z = |X NT| so that E[Z] = Z(71/2 —t/2) = Lo o r/2 —2s and we
n

2 2n
know that o[Z] < /r/2.

1 :
Thus, Pr(Ey) = Pr(Z > r/2 —s) < Pr(|Z — E[Z]| < s) < ek This

completes the proof of Proposition 1.

Finally, we find that the probability that the algorithm fails is at most
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