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• There are three major aspects to applying Machine Learning to a problem

– Design a (highly) parameterized machine to perform a task.

– Design a cost function to evaluate the performance of the machine.

– Train the machine by optimizing the cost function.

• Some examples:

– ML-based classifiers

– ML-based generators (e.g., Generative Adversarial Networks)

Machine Learning at a glance
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• Experimental data from colliders is compared against simulated data from different 

theory models, to see which model fits the data best.

• Quintessential analyses:

– Signal search (e.g., standard model vs standard model+new physics)

– Parameter measurement

Collider data analysis at a glance
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• Data from modern colliders is extremely high-dimensional (Tens of thousands of 

detector hits).

• Their analysis proceeds in several stages (not sequential):

– Particle reconstruction (Detector hits to particles reaching the detectors)

– Object reconstruction (clustering particles into jets)

– Construction of kinematic variables (e.g., invariant masses of sets of reconstructed 

objects)

– Event selection and categorization (e.g., making the data “signal rich”)

– etc…

• Closely related is the simulation pipeline to generate data:

– Lagrangian → Parton level events → Parton shower and hadronization → Detector 

simulation → Electronics simulation

Collider data analysis at a glance

11/11/2021 Prasanth Shyamsundar | Anomalies 2021, IIT Hyderabad4



• Machine learning has been employed in almost every aspect of collider data 

analysis.

• First applications were in background vs signal classification, based on 

reconstructed events.

• Since then, ML has been used/proposed for

– Classification using lower-level data (jet images)

– Jet tagging (gluon jet vs quark jets, b-jet taggers, top taggers, etc.)

– Particle reconstruction (from detector hits)

– Jet clustering

– Direct parameter measurement from relatively high-dim data

– Data generation (to speed-up the simulation process)

– Triggers

– etc…

Machine learning in collider data analysis
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• https://iml-wg.github.io/HEPML-LivingReview/

A Living Review of Machine Learning for Particle Physics
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Based on Doojin Kim, K.C. Kong, Konstantin Matchev, Myeonghun Park, and 

Prasanth Shyamsundar, arXiv:2105.10126 [hep-ph]

Deep-Learned Event Variables for Collider Phenomenology
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• What are event variables?

– Dimensionality reducing transformations (e.g., invariant mass, transverse mass)

– High-dimensional event description → low-dimensional variables

• Why use event variables?

– Curse of dimensionality. Easier to analyze low-dimensional data.

– Sensitive to presence of signal or parameter value over a range of values of unknown 

parameters.

– Easier to validate simulation models in low-dimensional dataspace.

• How to model an event variable with a neural network? Easy!

• How to train such a network? Not straightforward!

Synthesizing event variables with machine learning
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• The goals here are very different from common goals in HEP-ML.

• V needs to be “useful” over a range of parameter values.

– V is not a sig-bkg classifier, which typically works for chosen “study point”.

– Parameterized networks map each event onto a function, e.g., 𝑋 → 𝐿 Θ 𝑋).
We’re not doing this.

– We aren’t training V to match or predict some monte-carlo truth.

It’s not about finding the right distance metric from V to a target.

Distinction from other ML applications
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• Goal: Train the network to be useful over a range of parameter values.

• One interpretation of the goal:

– Train the network so that 𝑉 carries a lot of information about the underlying unknown 

parameters Θ.

– Mass variables, for example, carry a lot of information about the underlying mass 

parameters—that’s why they are used in measurement of mt, mW , mZ, etc.

• How:

– Come up with a task to be performed using 𝑉 .

– Train the network to perform the task well.

The beginnings of a training strategy…
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• 𝑝Θ ≡ Prior on the unknown parameters Θ
𝑝𝑋|Θ ≡ Dist. of the event 𝑋 conditional on Θ, 𝑉(𝑋) ≡ Event variable

• Mutual information between the event variable V and parameter Θ:

𝐼 𝑉 ; Θ = න𝑑𝑣න𝑑𝜃 𝑝 𝑉,Θ 𝑣, 𝜃 ln
𝑝 𝑉,Θ 𝑣, 𝜃

𝑝𝑉 𝑣 𝑝Θ 𝜃

• 𝐼(𝑉 ; Θ) is the KL divergence from 𝑝𝑉 ⊗𝑝Θ to 𝑝(𝑉,Θ). It captures their 

distinguishablity.

• Idea: Train 𝑉 so that the two distributions are highly distinguishable.

Some information theory…
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• Training data: (𝑋, Θ) ∼ 𝑝𝑋 ⊗𝑝Θ under class 0; 𝑝(𝑋,Θ) under class 1

• Event variable network: Transforms 𝑋 to 𝑉 .

• Auxiliary Classifier Network:

Input is (𝑉, Θ) ∼ 𝑝𝑉 ⊗𝑝Θ under class 0; 𝑝(𝑉,Θ) under class 1.

• Train the composite network as a classifier.

– Auxiliary classifier distinguishes between 𝑝𝑉 ⊗𝑝Θ and 𝑝(𝑉,Θ).

– Event Variable Network makes them highly distinguishable.

(actualizing the idea from the last slide)

Blueprint of the training strategy
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• Machine Learning continues to play an important role in collider data analysis.

• Existing ML applications are being refined and novel applications are being 

invented to improve the sensitivity and reach of our experiments.

• In this talk, we saw a technique for training neural networks into being good event 

variables.

• The network ends up learning traditional variables like invariant mass, 𝑚𝑇, and 𝑚𝑇2

in the appropriate event topologies.

• Now, we can go after previously unknown event variables, for more complicated 

topologies

• Some advantages of event variables over typical ML approaches:

– Works over a range of parameter values.

– Relatively robust against unknown modeling errors (allows for control-region-validation)

Thank you!

Summary and Outlook
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